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Preface An Introduction to Toxicogenomics is intended to serve as a primary source of information for a wide audience, ranging from undergraduates to established scientists and clinicians in the field of toxicology. Since the advent of cDNA microarrays, oligonucleotide array technology, and gene chip analyses in the last decade, genomics has revolutionized the entire field of biomedical research. Toxicologists immediately recognized the impact that the new subdiscipline of toxicogenomics could have on the study of drug toxicity and rapidly embraced this technology as one of the bright potential futures of toxicological analysis. This textbook is thus an attempt to consolidate the concepts underlying this new field and introduce them to the very population of scientists who will use toxicogenomic approaches in their upcoming research endeavors. The chapters in Section 1, Fundamentals of Expression Profiling Analysis, were written in such a manner as to introduce the reader (toxicologist or non-toxicologist) to the basic principles of microarray analysis. The first chapter serves as an overview to the actual physical platforms for the analyses themselves: the various microarrays and gene chips available and the caveats and methods currently encountered in preparing these platforms for use. Chapter 2 investigates and discusses expression profiling results generated by the two main platforms available to researchers: cDNA vs. oligonucleotide arrays. Chapter 3 is dedicated to the handling and quality control of microarray data, and covers essential topics in data analysis such as normalization, standard curves, spike-in controls, and techniques for data reduction. In the last chapter of this introductory section, Chapter 4 serves as an introduction to the complex world of cluster analysis by providing examples and specific insights into principal components analysis, hierarchical clustering methods, k-means clustering algorithms, self-organizing maps, and other clustering approaches. Section 2 is a segue from a general discussion of microarray analysis fundamentals to the application of expression profiling techniques to the specific field of toxicology. Chapter 5 introduces general concepts in toxicogenomic studies and also distinguishes between the two fundamental types of toxicogenomic analyses in the field: mechanistic vs. predictive toxicogenomics. Section 3 describes toxicogenomic findings in two of the main model systems employed in toxicological research today. Chapter 6 details the toxicogenomic evaluation of transcriptional responses in rat liver following administration of well-studied toxicologically relevant compounds in vivo, while Chapter 7 investigates similar responses, as well as temporal changes in expression, in primary cultures of rat hepatocytes. Comparing and contrasting the findings reported in these two chapters reveal important similarities and differences in expression between these two model systems. In Section 4, the field of mechanistic toxicogenomics is explored and reviewed. Chapter 8 provides insights into the transcriptional networks affected by the well-known toxicant dioxin (TCDD) via its effects on the aryl hydrocarbon receptor and the xenobiotic response element (XRE). Chapter 9 summarizes mechanistic explorations of phase II enzyme induction by detailing expression profiles evoked by the antioxidant t-butylhydroquinone, which works via the antioxidant response element (ARE). In addition to the well-characterized induction of xenobiotic and antioxidant enzymes by tBHQ, many other functionally annotated groups of genes have been found, providing a shining example of how mechanistic toxicogenomic studies generate exciting new leads for the characterization of novel roles for proteins in cells and tissues. In Chapter 10, many excellent toxicogenomic studies published to date are summarized and reviewed, demonstrating the degree to which researchers around the world have begun to employ expression profiling studies in the field of toxicology. © 2003 by CRC Press LLC



In Section 5, what some might call the “holy grail” of toxicogenomics (that is, the field of predictive toxicogenomics) is presented and discussed. Chapter 11 provides a basic description of toxicogenomic databases and the considerations that accompany these database designs, whether for small, contained studies or for open-ended, in-house construction. Chapter 12 subsequently outlines the expansive and comprehensive approach to predictive toxicogenomic analysis described by authors from GeneLogic, Inc. (Gaithersburg, MD). Their database ToxExpress™ is described in detail, and they provide fundamental examples of applied toxicogenomics in their program, along with impressive results. Chapter 13 describes the first specific application of unsupervised hierarchical clustering approaches to the problem of class discovery in the field of toxicogenomics, and Chapter 14 describes applications of supervised learning methods to the problem of class prediction in the field of toxicogenomics. The conclusion of Chapter 14 introduces the new and promising field of clinical pharmacogenomics/toxicogenomics and summarizes important concepts and aspects in a field that, while largely unproven to date, nonetheless possesses a near limitless potential to impact and benefit human health in the future. The final chapter in the final section focuses on the future of toxicogenomics and asks several questions: What can we expect to become the norm? What new complementary technologies are rising on the horizon? Will expression profiling data be incorporated into federal regulatory reviews? If methods of prediction are successful, will they weigh as heavily in the decision-making process as carcinogenesis studies and other toxicity screens? These and many other uncertainties define the future of toxicogenomics as a field. An Introduction to Toxicogenomics has gathered many of those scientists at the forefront of this field in order to present a comprehensive and faithful representation of this new subdiscipline. It is my hope that all of the exciting potential of toxicogenomic analysis — from mechanistic studies at the academic laboratory bench, to massive predictive efforts in the pharmaceutical industry, to clinical diagnostics becoming available at the bedside — is realized in the near future. The continued efforts of scientists in this field and those entering this field in the coming years will certainly determine whether toxicogenomics remains a possibility, or a reality.
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Preparation and Utilization of Microarrays Sophie Wildsmith and Fiona Spence
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1.1 INTRODUCTION Toxicogenomics describes the use of novel genomics techniques to investigate the adverse effects of exogenous agents.1 Alterations in mRNA levels are often the earliest detectable cellular events initiated in response to a potential toxin, hence the interest in developing techniques to measure differentially expressed genes via mRNA. Various methods of transcript profiling have been described previously, with the most well-established being the northern blot. This technique has now been superseded by technologies that allow the simultaneous analysis of multiple genes, for example differential display2 and serial analysis of gene expression (SAGE).3 The focus of this
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chapter is microarrays, one of the latest technologies to be used in the parallel monitoring of gene expression, otherwise known as the field of genomics. For scientists, it is a technology that has transformed the millennium into what could aptly be described as the “omic” era. According to Granjeaud et al.,4 microarrays have become the preferred method for large-scale gene expression measurement. Two major platform technologies are currently used for analysis of gene expression: cDNA microarrays and oligonucleotide arrays. cDNA microarrays, as developed in the laboratories of microarray pioneers such as Brown and Schena,5 consist of a large number of genes deposited on a glass slide used for a multiplex reaction. Nucleic acid (usually DNA) is spotted, in a grid arrangement, onto a solid support such as glass slides or filter membranes. The microarrays serve as hybridization targets for cDNA made from tissue or cell lysates. The RNA from the sample is reverse transcribed, with simultaneous incorporation of label, and the resulting cDNA provides a signal where it binds complementary DNA. In this chapter, the spotted DNA on the slide is referred to as the target, while the labeled cDNA sample is called the probe. The alternative technology available is the oligonucleotide array, often referred to as an oligo chip. Two methods are currently available for manufacturing oligo chips. In one method, presynthesized olignucleotides are immobilized on a support matrix; in a second variation, the oligonucleotides are synthesized directly on the support.6 Affymetrix (Santa Clara, CA) has commercialized the latter procedure by combining photolithography based on the masking process for silicon chip manufacture7 with combinatorial chemistry technology. The end product is a high-density oligonucleotide array (more than 250,000 oligonucleotide spots per cm2).8 Advantages of this technology include improved chip-to-chip reproducibility and specificity. These chips are expensive but can be purchased off the shelf with optimized protocols, which reduces the labor involved in producing and optimizing an in-house system and provides some assurance with regard to quality control; however, the elevated cost means that this platform is not well suited to academic or large-scale use.



1.2 OPTIONS FOR MICROARRAY PLATFORMS The two main choices available to the potential user are to purchase microarrays from an external source or to fabricate them in-house. The former option has the advantage of reduced labor and capital investment. However, the cost of purchasing microarrays can be prohibitive, and problems can arise regarding subsequent intellectual property or royalties derived from experiments using genes on these arrays. Setting up an in-house microarray production facility has, until recently, been regarded as a major undertaking; however, instrument companies are now making benchtop spotters and supplying protocols, training and advice that enable competent scientists to produce their own microarrays within a few months. Although a large, skilled labor force is required for all of the steps of the process, there are many advantages of an in-house facility. These are: (1) reduced cost of microarrays, as the production of large numbers of chips ultimately results in significant savings; (2) flexibility, as a single facility can produce various “boutique” microarrays for several different groups; (3) retention of intellectual property, which is useful especially when the institution owns patents on novel genes of interest; and (4) control over quality, as quality controls can be instituted in conjunction with deposition of control targets on the chips.



1.2.1 COMMERCIALLY AVAILABLE MICROARRAYS Microarrays are currently available from a variety of sources: commercial companies, service providers, or academic institutions. A list of these is given in Table 1.1. The important issues to consider when purchasing microarrays from a vendor include: •



Cost. Calculations should be based on the number of microarrays required to cover the entire genome or that portion of interest to the researcher. It is important to note that the
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•



•



• •



•



reproducibility of the system should also be factored in, because more variability in a particular platform will mean more replicate microarrays to achieve statistical significance and thus a higher cost. Quality. Quality is linked to reproducibility. Selecting only established companies and products is recommended; however, new products can often be tested on a trial arrangement, during which period the vendor may reduce costs and provide additional technical support. Potential modifications/discontinuations. Some vendors change their products frequently, even if only to add more genes. It is important to realize that such modifications and/or discontinuations may make it impossible to repeat experiments or continue an experiment at a later date. This problem is best circumvented by advance planning and buying sufficiently large batch sizes for each experiment. Experience required. Some vendor’s protocols may be extensive and require previous experience in radioactive or fluorescence labeling. Target DNA requirements. When providing a service company with DNA for spotting, the amount required by the company may vary considerably. This is due to the various types of spotters commonly used. Transport. Microarrays may be damaged in shipping, due to changes in temperature and humidity or by impact. In our laboratory, we have experienced problems with DNA spots becoming dislodged from the glass during transport.



TABLE 1.1 Obtaining DNA Microarrays from External Sources: A Selection of Resources Manufacturer/Service Provider



Location



Product



Agilent Technologies



Palo Alto, CA



Ready-to-go microarrays or contract printing



BD Biosciences Clontech



Palo Alto, CA



Genetix, Ltd.



Christchurch, Dorset



Human, mouse, and rat arrays available; custom arrays made to order Microarray services



Genome Systems, Inc. Genometrix, Inc.



St. Louis, MO The Woodlands, TX



Genomic Solutions Memorec



Ann Arbor, MI Koln, Germany



Mergen



San Leandro, CA



Standard and custom oligo arrays



Microarrays, Inc. (microarrays.com) MWG Biotech



Vanderbilt University, Nashville, TN Ebersberg, Germany



Custom contact printing



Perkin Elmer Life Sciences



Boston, MA
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Gene Discovery Array Universal Arrrays™, Risk Tox Preprinted microarrays Microarray services



Predesigned oligo arrays and custom arrays MICROMAX™ Human cDNA mMicroarray System I



Features Oligonucleotides printed using ink-jet printers or cDNA microarrays Glass, plastic, or nylon format



Includes hybridizations and scanning — — — Based on the company’s PIQOR technology Provides all aspects of microarraying as a service, from spotting to image processing Slide lots of 160 50-mer oligos —



1.2.2 “HOMEMADE” CDNA MICROARRAYS Before embarking on in-house production of microarrays (see Figure 1.1), it is necessary to consider the intended function of the microarray and thus the style and size of the finished product. Two main approaches may be considered: (1) include as many known genes as possible for the system in question, or (2) attempt to discern from the literature or previous in-house results which genes are the most relevant for the application. The former approach could be considered a “semi-open” system, which offers greater potential to obtain novel information on many genes. For this application, large microarrays would be appropriate, and the absolute accuracy of the sequences on the microarray would not constitute a major issue. An early example of this approach was the investigation of yeast gene expression changes with metabolic state, where DeRisi et al. monitored the expression of virtually every gene of Saccharomyces cerevisae.9 In contrast, the second approach is a completely closed system that will provide results based only on strictly predetermined genes, which may already be well characterized. These microarrays are not representative of the entire genome. The advantage of smaller size and reduced complexity is that these features facilitate the task of making a high-specificity, high-quality microarray for Decision Points



Critical Features -specific sequences -short sequences (17bp-2.4kb) -pure/quality DNA -selection of controls



-robustness of system -background readings -sensitivity



DNA Source



-cDNA, publicly sourced clones -PCR products of known genes -expressed sequence tags (ESTs) -synthesised DNA



Support Matrix



-nylon membrane -plastic -chemically modified glass slide (Poly-L-lysine, amine linked, polymeric reagent e.g. acrylamide



1.



2.



-quantity of DNA -purity of DNA -concentration and solvents



Options



F.O.M. Pre-deposition



-96 / 384 well plate -0.5 – 10nl DNA



3.



-precision robot -automated -robust -spotting microenvironment



F.O.M. Deposition 4. F.O.M. Post-deposition



-precise drying conditions -precise storage conditions



-contact printing (pin & ring, ‘quill’ type spotting tips) -non-contact printing (ink jet )



-UV cross-linked -oven baked



5. ooooooooooooo ooooooooooooo ooooooooooooo



Key: F.O.M. fabrication of microarray



FIGURE 1.1 Decision points in the microarray fabrication process.
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quantitative use. This option is useful for focusing specifically on a mechanism of action or for comparative studies where reproducibility and precision are important. 1.2.2.1 Selecting Support Materials The first steps in creating a microarray are to decide upon the supporting matrix to be used and the source of the genes or DNA that will be arrayed. The types of support materials currently available include glass, plastic, and nylon. This decision should be considered in conjunction with the purchase cost and capabilities of the microarray hardware. Some deposition robots may be optimized for specific materials. The type of detection system will often dictate the support material, for example, radioactivity is most commonly used with nylon or plastic arrays. 1.2.2.2 Sourcing Clones Target DNA can be obtained from a variety of sources. Many laboratories have a ready source of their own clones, which can be used to generate PCR products that are then deposited on the array. Numerous public sources of clones are also available, such as the Human Genome Mapping Project (HGMP) (http://www.hgmp.mrc.ac.uk/), I.M.A.G.E. consortium,10 or Research Genetics (Huntsville, AL) (see Bowtell12 for information on sources of clones). An advantage of this route is that a large number of clones can be obtained relatively inexpensively. Using a large pool of clones, rather than specifically choosing individual genes, has the advantage of reducing selection bias and may result in the discovery of novel gene expression patterns. Drawbacks of this approach include the sometimes questionable quality of sequences, various species availability, and the bias in large pools toward highly expressed genes. We have found a number of I.M.A.G.E. consortium clones to contain inserts with poly(A) stretches and repetitive sequences. The clone inserts are also highly variable in length. Using these clones without subcloning or reprocessing can result in nonspecific hybridizations and wildly different hybridization kinetics for genes with different target lengths. In terms of availability, it is easier to find genes in the public domain that are highly abundant, commonly expressed in normal tissues/cells and therefore easier to clone. Rare, low-abundance transcripts, or those thought to be important or patentable in developing therapeutics, are more difficult to source. Aside from finding commercial sources of clones, another approach is to generate clones inhouse that are appropriate to the area of interest. This is proving to be increasingly popular, especially when combined with an open gene hunting method. Time and expense must be considered, but investment in quality at this early stage pays dividends later in terms of confidence in results. Microarrays are more specific when they are developed for a single species. Obtaining clones of human genes is relatively easy, as so much of the genome is already available. Finding clones of other species proves more difficult. Furthermore, although a number of genes share a high degree of homology across species, some genes may be very different. Good examples of these are the glutathione transferase genes that consist of different subunits in rat than in human. In addition, the untranslated region of genes in rat is often considerably longer than in human. This is particularly problematic if using a cDNA approach, from the poly(A) end of the mRNA, as the reverse transcription enzyme may never reach the sequence in rat that corresponds to that in human. The method used for generating labeled cDNA will determine the region of the genes on which they are deposited. For reverse transcription methodology using poly(T) as a primer, sequences should be chosen closest to the 3′ end of the gene.9 Likewise, Heller et al.11 selected sequences proximal to the 3′ end of the gene and selected for areas of least similarity to related and repetitive sequences. When using gene-specific primers for generating DNA, obviously the region of the gene that is targeted should be the region that is most specific to that gene. It is helpful if all the genes of © 2003 by CRC Press LLC



interest are in the same type of plasmid or in plasmids with the same primer sequences. This means that the same primer pairs can be used for all of the polymerase chain reactions (PCRs) for the simple purpose of reducing pipetting effort and errors. It is worthwhile checking all sequences for overlaps in homology, as this can result in a dilution of signal through competition. Closely related gene families are likely to cross-hybridize. Heller et al.11 found cross-hybridization between genes with 70 to 90% sequence homology and also between genes with short regions of identity over the length of the target. They minimized this problem by designing targets specific to gene family members. Clontech (Palo Alto, CA) is an example of a company that has made considerable bioinformatics investments when designing their arrays. The exact sequence of each clone is known, and repetitive elements and poly(A) tracts have been avoided. Their cDNA labeling/amplification protocol uses specific primers so that sequences can be selected that are unique to the genes of interest. In Chapter 2, the phenomenon of cross-hybridization is further addressed in a demonstration of the results of a side-by-side comparison of data generated on cDNA microarrays and oligonucleotide arrays from the same samples. 1.2.2.3 Preparation of DNA for Deposition Microarrays are usually made by printing oligonucleotides or a section of the plasmid. The latter approach enables the relevant part of the cloned plasmid DNA to be amplified by PCR and then spotted down in a purified and concentrated form. PCR is usually carried out in a 96-well plate format — while faster throughput can be achieved using 384-well plates, in practice the smaller wells often do not provide sufficient DNA for deposition. The DNA products are usually purified using a high-throughput method such as that available from Qiagen (Dusseldorf, Germany). Product purity is usually verified using an A260/280 absorbance measurement and gel electrophoresis. Multiple PCR products (i.e., nonspecific amplification of DNA) result in heterogeneous DNA being deposited onto the chip, which obviously leads to nonspecific hybridizations and ultimately meaningless data. Thus, purification of all products is important in order to remove unwanted contaminants from the PCR reaction. 1.2.2.4 Preparation of Oligonucleotides for Deposition An alternative approach to using PCR products from clones is to generate or commission the synthesis of oligonucleotides for array deposition. These can be devised based on the sequences of genes of interest, without requiring the physical clone to be in hand. This approach reduces work load, storage space, and cataloging. Generally, oligonucleotides of 30 to 80 nucleotides are used. Lengthy, high-purity oligonucleotides can be costly to purchase because the synthesis yields are lower for longer molecules. Several companies, such as MWG Biotech (Ebersberg, Germany), provide synthesis of high-quality, salt-free, long nucleic acids that have been quality checked via MALDI-TOF mass spectrometry. An added benefit is that concentrated oligonucleotides are easy to store and are delivered purified, quantitated, and ready to dilute for spotting. 1.2.2.5 Deposition of DNA 1.2.2.5.1 Robotics Deposition can be categorized into contact or noncontact printing. Contact printing involves using a robot to mechanically “spot” down nanoliter droplets of DNA in solution.12 Several spotting robots are available on the market (see Table 1.2), with a variety of spotting tip designs, including split (channeled) pins, flat-ended pins, and pin-and-ring technology. An example spotter is shown in Figure 1.2. To date, spotting robots have been the most practical technology for in-house use, © 2003 by CRC Press LLC



TABLE 1.2 A Selection of Currently Available Robotic Spotting Systems Company



Product



Models



Features



Affymetrix (acquired from Genetic Microsystems; http://biogem.ucsd.edu/Biog emGMSSpotter)



Pin-and-ring spotter



GMS417



Useful for spotting various viscosities; capacity: 42 slides, 3 microplates; enclosed in a cabinet



Amersham Biosciences, Bucks, U.K. (acquired from Molecular Dynamics; www.amershambiosciences. com)



Fourth-generation spotter with spring-loaded capillary pens suitable for depositing different viscosity solutions



Lucidea™



Capacity: 75 slides; 12 × 384 well plates; spot size: approx. 140–160 µm; humidity and temperature control in chamber; software with sample tracking and barcodereading utility



BioRad, Hercules, CA (acquired from Virtek; www.biorad.com)



Macroarrays (quills) or microarrays (solid pins)



VersArray ChipWriter Pro



Capacity: 126 slides; 32 plates, with stacker as standard; spot size: 90–105 µm



VersArray ChipWriter compact system



Capacity: 20 slides; spot size: 100 µm; sample management software



OmniGrid®



Capacity: 100 slides; potential for integrated robotic server arm for plate stacking (72 plates); spot size: 100–200 µm ± 2.5 µm; HEPAfiltered air; humidity-controlled enclosure; sample tracker software



OmniGrid® Accent



Small benchtop version of the above, with a lower capacity of 50 slides and 3 plates



Macroarraying for gridding onto membranes and other multiple uses (e.g., colony picking)



Q-Bot



Capacity: 2 × 36 plate holders as standard; sterile, filtered environment; sample tracking; barcoding



Solid- pin microarrayer



QArray



Capacity: 84 slides, 5 microplates as standard, 70 optional; positivepressure HEPA air filtration and humidity control; microarray and library software



QArray lite



Capacity: 90 slides, 5 microplates; HEPA filtration; humidity control; software



QArray mini



Capacity: 54 slides, 5 microplates; small footprint; enclosed system with humidity control



Gene Machines, San Carlos, CA (www.genemachines.com)



Genetix, Hamps, U.K. (www.genetix.co.uk)



Solid substrate arrayer that accommodates a variety of print heads and pin types, including solid and split pins from Telechem and Majer Precision.



(continued)
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TABLE 1.2 (CONTINUED) A Selection of Currently Available Robotic Spotting Systems Company



Product



Genomics Solutions, Ann Arbor, MI (www.genomicsolutions.com)



Solid dip-and-print titanium pins for sample conservation



GeneTAC™ RA1



User-configurable number of slides (24–72) and microplates (3–11); over 13,000 spots per hour; computer interface; MicroSys, PixSys, and ProSys have humidity control



Cartesian quill pen or noncontact ink-jet printers



PA (PinArray™) series uses Telechem quill pins; SQ (synQUAD™) series uses inkjetstyle dispensing



For slides or membranes; capacities of 10, 50, or 100 slides and 1–100 microplates, depending on model; spot size: 75–200 µm; Clontracking software



Contact spotting using flexible printhead that allows pin subsets to be used; requires Telechem quill pins



SpotArray™ 24



Capacity: 20 slides, 4 plates; options include humidity control/barcoding



SpotArray™ 72



Capacity: 68 slides, 4 plates; positive pressure cabinet with humidity control and HEPA filter; rapid spotting of 1536 samples in duplicate in 1 hour



SpotArray™ Enterprise



Flexible system for sub-nanoliter printing on porous or nonporous, two- or three-dimensional substrates



BioChip Arrayer



Sub-microliter dispensing; spot size: 180 µm ± 15 µm; cabinet with ionized and filtered air; integrated camera for verifying dispensing, glass slide holders



PerkinElmer Life Sciences, Boston, MA (acquired from Packard Biosciences or GSI Luminomics; www.perkinelmer.com)



Noncontact piezoelectric printing



Models



Features



although noncontact methods such as bubble-jet13 and ink-jet14 printing are becoming more accessible and affordable (for example, via PerkinElmer Life Sciences; Boston, MA). These have the potential for accurate and even spotting, although issues regarding cross-contamination between different DNA samples still must be addressed. Deposition of the PCR products or clones can be on glass, nylon, or other supports and can be performed by numerous methods — for example, noncovalent attachment via poly-L-lysine-coated glass slides15 or covalent attachment, such as the silyl chemistry used by Schena.16 Typically, 0.5 to 10 nl of DNA is deposited in a spot 100 to 150 µm in diameter and at a distance 200 to 250 µm from neighboring spots. The exact dimensions and quality of spots depend on the type of robot and the settings used. The type of pen tip will affect spot quality; for instance, those with quills may clog easily with viscous solutions or dust.17 The type of pen tip will also affect the target DNA © 2003 by CRC Press LLC



FIGURE 1.2 The GeneTac RA1 spotter. (Photograph courtesy of Genomics Solutions; Ann Arbor, MI.) (See color insert following page 112.)



volume required; for example, the pin-and-ring systems hold a reservoir of DNA and are less thrifty than solid-pin systems. 1.2.2.5.2 DNA Concentration and Length It is imperative that the DNA is pure and deposited in excess. Ideally, all PCR products should be of similar concentration/molarity (approximately 500 ng/µl for glass18) and size, in order to achieve similar reaction kinetics for all hybridizations. The ideal length deposited is often debated, but Heller et al.11 found no significant difference in hybridization signal for products ranging from 0.2 to 1.2 kb. Some advantages may be gained by spotting single-stranded PCR products (for example, preventing self-hybridization). Watson et al.18 identified around a twofold increase in signal when using single-stranded, rather than double-stranded DNA, but they emphasized the necessity of identifying the correct strand for deposition when using single-stranded spotting. Some work has been conducted on the optimal length of spotted oligonucleotides.19,20 Qiagen and BD Biosciences use oligomers of 70 and 80 nucleotides respectively, suggesting that this is approximately the optimal length. 1.2.2.5.3 Microenvironmental Conditions for Deposition The microenvironment used for microarraying is also significant; a number of researchers use highefficiency particulate air (HEPA) filters (to reduce airborne contaminants) and humidity-controlled chambers.17 Humidity determines the rate of evaporation of water from the arrayed spots. Rapidly dried spots may be uneven, with the majority of DNA being located in the center, whereas slow drying may result in creeping and spot spreading. Spot quality, as defined by a perfect circular shape with an even density of DNA, is important. Irregular shapes and uneven signals, caused by © 2003 by CRC Press LLC



variable rates of evaporation and leading to typical “doughnut” or “inverse doughnut” appearances of the spots following hybridization, can cause significant problems for analysis, as reproducibility between spots of different replicates is essential for interpretation. Deposition methods have been published17,21 and some vendors provide protocols. A number of user groups have been established for the discussion of optimized protocols, for example Amersham Biotech’s (Amersham, Bucks, U.K.) Microarray Technology Access Programme (MTAP). While individual laboratories independently strive for the best signal and lowest background readings on glass slides, a number of slide vendors are addressing these problems with new technologies such as orientated deposition21 and using metal-coated slides. 1.2.2.6 Postdeposition Processing Following printing, it is suggested that slides should be left for 24 hours at room temperature to permit thorough drying of the DNA. The deposited DNA is then immobilized, usually by ultraviolet irradiation. Alternatively, spotted slides can be oven-baked at approximately 80°C for 2 to 4 hours to enhance immobilization. Once immobilized, the remaining postdeposition processing will be dependent, to a large extent, on the spotting process that has been used. Using silylated slides, Schena et al.22 rehydrated the spotted DNA before rinsing with sodium borohydride and ethanol. When using glass, it is common to wash the slides with solvents to remove any contaminants such as grease and any loosely attached DNA. This is followed by a boiling step to denature the DNA.



1.3 USING MICROARRAYS 1.3.1 RNA PREPARATION A number of issues regarding RNA and its preparation are worthy of consideration. Some of the main ones include cell heterogeneity, tissue extraction, and RNA integrity. The RNA source may be from cell culture or from tissue samples, including tissue banks and biopsy specimens. In general, preparation from cell culture is often considered easier and more reproducible. Using tissue samples for expression profiling results in more variable RNA quality, especially when measuring the effect of drugs or toxicants in target tissues where ongoing related or unrelated pathological processes can interfere with mRNA expression. In addition, the type of tissue itself may have a profound effect on the extraction process and the resultant RNA quality; for example, in our experience, mRNA extractions from liver are of much higher quality than those obtained from stomach. The integrity of the extracted RNA is crucial in being able to reverse transcribe reasonable (500-bp) lengths of cDNA from it, regardless of the platform used. Tissues of potential interest for gene expression analysis should therefore be snap-frozen in liquid nitrogen immediately after harvesting, and stored at –80°C until processed further.



1.3.2 SAMPLE LABELING For cDNA microarrays, a single round of transcription is used in order to generate a labeled cDNA probe from the sample RNA. Fluorescent or radioactively labeled probes can be made from either total RNA or purified mRNA. Duggan et al.23 suggest 50 to 200 µg of total RNA per slide or 2 to 5 µg of poly(A) mRNA. The quantity of RNA required may place a limitation on experiments, especially if tissue is scarce or only one cell type has been isolated (for example, by laser capture microdissection [LCM]). This problem can be circumvented for fluorescence by using a probe preparation step that incorporates a PCR step rather than reverse transcription alone; however, because standard PCR is not linear, this can lead to problems of quantitation. It may also selectively amplify some genes leading to nonrepresentative expression profiles; hence, other, non-PCR-based methods of amplifying the nucleic material may be preferred.24 © 2003 by CRC Press LLC



Another way to amplify signal is to use signal-amplification methods, such as the Tyramide signal amplification technology (PerkinElmer Life Sciences) or the dendrimer technology (Genisphere; Oakland, NJ). Alternatively, greater sensitivity can be obtained by using radioactive labeling; P33-labeled cDNA on filter arrays requires only 50 ng of total RNA per experiment.23 In our experience, the labeling step is the primary cause of variation across experiments.25 The complex biological reaction is prone to error from differences in quality and quantities of the constituent ingredients. This reaction step is also subject to user-induced variations in probe labeling. Examples include commercially available transcriptional enzymes stored in glycerol and thus difficult to pipette accurately. Enzymes such as transcriptases are fragile and have a short half-life at room temperature, and their activity can be substantially reduced by high temperatures and frothing caused by over-zealous pipetting.26 Methods for sample labeling are dependent upon both the slide type and the detection equipment used. Radioactivity is often used with nylon membrane arrays, whereas fluorescent labeling is generally used with glass. Incorporating fluorescent label during the reverse transcription reaction may have an effect on the efficiency of the enzyme, potentially leading to truncated transcripts. If only one nucleotide is labeled, then a transcriptional bias may be present. Dual-label hybridization is a technique often used to compensate for differences in spotted genes from array to array. Two samples are labeled with paired fluorophores that are competitively cohybridized to the same slide. Cy3 and Cy5 are the most commonly used fluorophores,9 primarily for historical reasons, although other combinations include fluorescein and lissamine5 and Cy3 and rhodamine.11 Following preparation, labeled samples are purified in order to remove contaminating fluorescent nucleotides or debris such as cellular protein, lipid, and carbohydrates, all of which can cause fluorescence-contaminating particulate matter.23 Purification is usually carried out using filter spin columns such as Qiaquick (Qiagen) or gel chromatography columns such as Biospin 6 (BioRad; Hercules, CA). Occasionally, an additional ethanol precipitation is performed.15



1.3.3 HYBRIDIZATION This step may also give rise to significant variation depending upon the support and the chemistries used for deposition. The surfaces with deposited DNA are easily damaged at this stage. In particular, membranes may be abraded, resulting in uneven and high backgrounds. 1.3.3.1 Incubation and Automation Glass microarrays are often hybridized by spotting a small volume of sample (for example, 20 µl) onto the microarray and then carefully dropping a coverslip onto it. This has the effect of spreading the solution over the entire slide while eliminating air. Sealant may then be applied around the periphery of the coverslip in order to prevent dehydration of the solution. Problems with this method include seepage of the sealant under the slide (causing high backgrounds) or incorporation of air bubbles. Alternative approaches are to use humidity chambers for the incubation step (thus obviating the need for sealant) or to use hybridization (sealed) chambers. TeleChem International, Inc. (Sunnyvale, CA) and Clontech manufacture hybridization chambers to reduce evaporative loss of samples from the slides. Amersham Biotech (Piscataway, NJ) has developed a hybridization station with agitation of sample solution. This mixing is intended to provide even coverage and hence an even hybridization. Likewise, PerkinElmer Life Science and GeneMachines (San Carlos, CA) also have automated hybridization stations. In our own laboratory, we have improved replicate reproducibility by 40% by using chambers designed in-house that enable free flow of the hybridization solution over the microarray. These are either rotated in a hybridization oven or connected to a proprietary automated system that carries out washing and drying steps. © 2003 by CRC Press LLC



1.3.3.2 Stringency of Hybridization The speed, extent, and specificity of hybridization is dependent on the stringency of the hybridization solutions, which is a function of the salt concentration and temperature. The most commonly used hybridization solution is sodium citrate buffer and saline (SSC) with the addition of detergent, although others are commercially available.27,28 A number of researchers use additives in the hybridization solution in order to reduce backgrounds. These include Denhardt’s reagent, sheared salmon sperm, Cot1DNA, tRNA, and poly(A). To improve binding at low copy number, formamide, dextran sulfate, or polyethylene glycol can also be used. The time and temperature for hybridization are a function of the hybridization solution and the complexity and length of the sample DNA. The optimum (i.e., maximum rate) hybridization temperature should be about 20 to 25°C below the melting temperature (Tm). The Tm can be approximated using the following equation derived from solution hybridization kinetics.29 Tm = 81.5°C – 16.6(log10M) + 0.41(%G + C) – 0.63(% formamide concentration) – 600/L where M is the monovalent cation concentration, (%G + C) is the percentage of corresponding nucleotides in the probe, and L is the number of nucleotides in the DNA hybrid. When no formamide is used in the hybridization, that part of the equation is ignored. It is important to note that fluorescent dyes may reduce the Tm of the probe and it is best to determine the optimum hybridization temperature experimentally by increasing the stringency of the hybridization and washes until specific binding is obtained. The deposition chemistry should also be considered in calculating hybridization time. For example, the surface of silane-coated glass may deteriorate after prolonged incubation (>10 hours) at temperatures above 50°C. 1.3.3.3 Posthybridization Washes Following hybridization, the microarrays are subjected to a series of washes in order to remove unbound, labeled probe and nonspecifically bound sequences. The wash solution is usually of similar composition to the hybridization solution. More stringent conditions are often applied during the final washes, either by increasing the temperature or lowering the ionic strength of the buffer. Washing should take place under conditions of salt concentration and temperature that are equivalent to between 5 and 20°C below the Tm.29 The microarrays are then dried, either by an air jet or by rapid centrifugation. Slow drying may result in streaking that interferes with image analysis.



1.3.4 IMAGE CAPTURE



AND



ANALYSIS



As discussed earlier (see sample labeling), the type of detection equipment used will determine the labeling method. Film or phosphorimaging plates (Molecular Dynamics, Inc.; Sunnyvale, CA) will be used with radioactivity, whereas optical systems are used for fluorescently labeled samples. Over the past two years, the number of commercially available microarray scanning instruments has increased considerably, along with a concomitant decrease in price. Although the number of wavelengths available is still somewhat limited, rapid, high-resolution scanners are now available from as little as $50,000. Factors to be considered when buying a scanner include compatibility with spotter slide format, throughput, technical support, and the ability to access the output data. Some detection equipment is supplied with vendor software for analysis of microarrays (e.g., QuantArray from PerkinElmer). Independent software specifically designed for the market may have superior properties and additional capabilities. For example, Imaging Research, Inc. (Ontario, Canada) makes ArrayVision™ for image analysis, together with ArrayStat™, which has a number of useful statistical functions such as calculating the number of replicates necessary to be certain of a gene change of a given magnitude. BioDiscovery, Inc. (Los Angeles, CA) sells a semiautomated image-analysis program (ImaGene™) and a package called Genesight™ that incorporates data © 2003 by CRC Press LLC



visualization, statistical analysis (including multivariate analysis), and data-mining capabilities. Some free image-analysis software is available on the Internet, such as NIH Image (developed at the U.S. National Institutes of Health 22 ) and ScanAlyse 2 (from Stanford University; http://rana.standford.edu/software). Important criteria for image-analysis software include speed, ease of use, automation (especially of spot finding), and the ability to distinguish artifact from real signal. When scanning the slides, each microarray may be scanned several times, depending on the number of fluorophores being used for labeling. It is important to establish that this repetitive laser scanning process causes minimal photobleaching of the fluorophores.



1.4 FUTURE DEVELOPMENTS Microarrays are becoming recognized as a powerful tool for examining global gene expression. In 1999, Affymetrix and homemade platforms dominated the array market with 43% and 24% of the market share, respectively.30 The largest players in cDNA manufacture were Phase 1 (9%) and Incyte (3%); these two companies have subsequently ceased selling microarrays, and the market has become increasingly fragmented. Although these companies cite “other interests” as the reasons for changing strategy, it is possible that high development costs at such an early stage of market entry have made it difficult to recoup these costs by passing them on to the chip consumers. Despite the technical difficulties and labor involved, it seems that the prohibitive price of commercial microarrays, plus skepticism regarding quality, means researchers will still want to make their own. The global method of gene expression profiling defined by microarray technology is now beginning to be supported by the measurement of proteins (proteomics) and metabolites (metabonomics) in drug development and profiling disease. Complementary technologies such as real-time PCR and protein profiling using surface-enhanced laser desorption ionization (SELDI-TOF) (Ciphergen; Fremont, CA)31 can be implemented in parallel, and this holistic approach enhances identification of novel biomarkers and our understanding of the molecular mechanisms of disease. In the forthcoming years, microarray technology is set to continue developing at a phenomenal pace. Automation and integration with other systems are likely to be the major focus of expansion. Under the pressures of cost, throughput, and efficiency issues, there will be a constant drive towards further miniaturization and the concept of a “lab on a chip.”
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2.1 INTRODUCTION The recent popularity of microarray technology can be attributed to its successful application to a wide range of topics including toxicity profiling (Toxicogenomics), drug screening and identification (pharmacogenomics), genomic characterization of disease, and other areas of recruiting “omics” technologies.2,6,7,22,23,29 More than 2000 papers involving microarray analyses have been published, mostly within the last 2 years (Figure 2.1A). As discussed in the previous chapter, which focused mainly on cDNA microarrays, arrays exist in a variety of forms and can be classified based on any number of attributes, including length of target sequence (long cDNAs or oligonucleotides), commercial or custom-made, glass- or membrane-based, and spotted or in situ synthesized. Because researchers are interested in the application of microarrays in their systems, many commercial suppliers have made standard microarrays (Figure 2.1B) and analysis packages available. Commercial arrays vary in the number of genes they are able to screen, with some being capable of global screening and others capable of only specific, functional screening. For example, the Affymetrix human U95Av2 GeneChip® allows for detection of 9670 genes/expressed sequence tag (EST) clusters on one array, while the Incyte human UniGem V2.0 allows for detection of 8556 genes/EST clusters on one array.36,38 In contrast, BD Clontech provides small-scale arrays that are particularly designed for toxicology, apoptosis, and cancer research.37 At present, the two popular array systems
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FIGURE 2.1 Original articles associated with the term microarray. (A) The number of articles containing microarray data from 1999 to 2001. (B) Types of microarrays used from 1999 to 2001. Homemade arrays are custom spotted by the investigator and are usually the long cDNA variety. “Other” is a grouping of commercial array companies including Research Genetics, Sigma GenoSys, Super Array, Rosetta Inpharmatics, Takara, R&D Systems, NEN Life Sciences, and Phase-1 Molecular Toxicology. (From Li, J. et al., Toxicol. Sci., 69, 383, 2002. With permission.)



are photolithographically synthesized (also called in situ synthesized) oligonucleotide microarrays and spotted long cDNA microarrays, the most commonly used, high-throughput array technologies in toxicogenomics.7,9,22,24 The platforms differ in array manufacturing and design, array hybridization, scanning, and data handling.6,11,22,27,30,31



2.2 OVERVIEW OF THE cDNA MICROARRAY AND OLIGONUCLEOTIDE ARRAY PLATFORMS On the oligonucleotide array, a given gene is currently represented by 14 to 20 different 25-mer oligonucleotides serving as unique, sequence-specific detectors. An additional control element on these arrays is the use of mismatch (MM) control oligonucleotides that are identical to their perfect match (PM) partners except for a single base difference in a central position. Presence of the © 2003 by CRC Press LLC



mismatched oligonucleotide presumably enables cross-hybridization and local background to be estimated and subtracted from the PM signal. Eukaryotic mRNA is converted to biotinylated cRNA from T7-(dT)24-primed cDNA. Each sample is then hybridized to a separate array. Transcript levels are calculated by correlation to cRNA spikes of known concentration added to the hybridization mixture. Differences in mRNA levels between samples are determined by comparison between any two hybridization patterns produced on separate arrays of the same type. Results are determined according to intensity levels normalized to the overall background for the chip. As discussed in Chapter 1, there are two major types of cDNA microarrays: membrane-based arrays with porous surfaces such as nylon, initially developed by BD Clontech,37 and chemically coated glass-based arrays, which are currently used more widely for commercial or custom-based purposes.26 In both cases, thousands of cDNA fragments are robotically deposited on the substrate. The membrane-based microarrays are hybridized with 32P- or 33P-labeled cDNA targets, but the glass-based microarrays are hybridized with fluorescent-dye-labeled cDNA targets. After hybridization, the radioactive or fluorescent signal intensities are measured using a phosphorimager or laser scanner, respectively.22 On the Incyte cDNA microarray platform, genes are generally represented by unique polymerase chain reaction (PCR)-derived cDNA probes, which are several hundred base pairs in length. These probes are then physically deposited on a two-dimensional grid etched onto a chemically modified glass slide. Aliquots from two purified mRNA samples are separately reverse transcribed using primer sets labeled with two different fluorophores (generally Cy3 and Cy5), and the resulting dye-labeled cDNA populations are used to probe the target elements in a competitive hybridization reaction. After hybridization, the glass slide is analyzed in a two-channel fluorescence scanner. The relative amounts of a particular gene transcript in the two samples are determined by measuring the signal intensities detected for both fluorophores and by calculating signal ratios. A key assumption when employing microarrays as a tool to profile gene expression changes is that the quantified signal intensities are in linear relation to the real expression levels of the corresponding genes. Accumulated evidence indicates that data generated from oligonucleotide microarrays displays a good correlation to SAGE (serial analysis of gene expression), real-time RT-PCR, and northern blots.10,12,19 In the cDNA array, the nonlinearities were revealed by serial dilution experiments.13,26 Because measured expression levels are usually reported as a ratio of the signal from a target mRNA sample relative to one from a co-hybridized reference mRNA sample, this method complicates direct comparison with results from other technologies, as the reported ratios depend on the chosen mRNA reference. Thus, a high difference between gene expression levels of the pair-wise samples does not necessarily imply a high ratio.18 Additionally, microarray users analyzing the same image using different software packages may formulate significantly different conclusions about levels of differential expression.35



2.2.1 REPRODUCIBILITY



OF THE



TWO ARRAY SYSTEMS



The inherent variability of microarray data can often lead to false-positive signals, thereby concealing genuine biological changes. This is especially true for genes with low basal expression levels. Thus, independent of the platform used to generate the data, one must first assess the reproducibility of the microarray data. Two sources of randomly generated error associated with the reproducibility of microarray data are systematic and experimental errors.20 While both oligonucleotide arrays and cDNA microarray platforms experience the challenges of experimental and systematic error, the extent of their influences may be quite different. Experimental error is a result of experimental design. This type of error reflects the variations in treatment, cell density, culture medium in cell lines, tissue regions harvested (reproducibility of the dissection), genetic background, and diet in animal models. In contrast, systematic error is generated during the analytical phase of microarray analysis. False-positive signals can be introduced at multiple steps: chip manufacture, possibly contributing to chip-to-chip variance; preparation of cRNA or cDNA for microarray analysis; hybridization or washing steps; and global scaling and normalization of overall © 2003 by CRC Press LLC



signal intensities between chips. Methods of quality control and normalization approaches for controlling systematic error are covered in detail in the next chapter.



2.2.2 OLIGONUCLEOTIDE ARRAY ADVANTAGES



AND



DISADVANTAGES



While synthesis of oligonucleotides by photolithography offers the advantage of abolishing the need to hydrolyze the oligonucleotide from its synthetic support and reattach it to the microarray, this approach does not allow for independent confirmation of the fidelity of synthesis. Because of this, and because this approach does not allow purification of the oligonucleotide prior to attachment to the microarray, oligonucleotide chip manufacturing can lead to internal errors, and batch-tobatch variance may also contribute to data bias, as separate samples are hybridized to separate chips when using oligonucleotide arrays.



2.2.3



CDNA



MICROARRAY ADVANTAGES



AND



DISADVANTAGES



In terms of sample labeling, the two-color approach offers several advantages. Notably, hybridization of two samples is performed on the same slide, eliminating the possibility of different spot morphologies, probe amounts, or hybridization inconsistencies that could alter the ratio. Second, the photo multiplier tube (PMT) voltages can be adjusted in different channels to equalize intensity values on each of the slides. Finally, the coefficients of variation (CVs) in ratios are typically lower than the CVs from raw hybridization signals. The two-color approach does have some disadvantages, though.25,32 For example, different fluorescence-labeled nucleotides may be incorporated with varying efficiency, altering the ratio as a result of enzymatic contributions rather than transcript abundance.14 Next, multiple experiment comparisons are not possible without replicating the reference sample, which, in some cases, may be difficult to obtain. Spectral overlap between dyes can also complicate interpretation of algorithms used in analysis. Finally, executing signal amplification schemes in two colors is more complex than in single-color because multiple haptens are required. Generally, because the hybridization difference between the different samples has been eliminated, dual-dye systems produce less variable data when compared with single-dye systems.16 IncyteGenomics33 reported the highly reproducible performance of its cDNA microarray technology platform. The study design consisted of two independent evaluations with 70 arrays from two different lots and used three human tissue sources as samples: placenta, brain, and heart. Overall signal response was linear over three orders of magnitude, and the sensitivity for each element was estimated to be 2 pg mRNA. The calculated CV for differential expression for all nondifferentiated elements was 12 to 14% across the entire signal range and did not vary with array batch or tissue source. The minimum detectable fold change for differential expression was 1.4. Accuracy, in terms of bias, was less than 1 part in 10,000 for all nondifferentiated elements. Kamb and Ramaswami15 investigated the general properties of data generated from Affymetrix and Incyte arrays, and the intensities from two independent experiments using the same control RNA were plotted. In both cases, the data fit a straight line with a slope approximately equal to one and the intercept near zero. These results suggest that the data produced by both platforms were well behaved. The lack of obvious skewing or bias in the expression measurements implied the generation of a highly reproducible dataset; however, it does not necessarily follow that the data generated by the two platforms have any correlation with the data from well-recognized technologies such as SAGE or real-time PCR.



2.3 ISSUES AFFECTING THE SPECIFICITY OF MICROARRAY ANALYSES In terms of microarray analyses, because both platforms may generate high-quality data it seems contradictory to point out the nonlinearity and incomparability of the data generated from © 2003 by CRC Press LLC



microarray analysis and that from conventional gene expression technologies. To clarify this point, another important issue, specificity, should be considered during microarray analysis. Three major factors may significantly influence specificity of the microarray performance.



2.3.1 THE LENGTH



AND



G+C CONTENT



OF



PROBE



For the Incyte long cDNA array, every clone was selected from the UniGem database, which contains sequences that have been verified as being representative of the desired gene. The sequence of probes varied from 500 to 5000 base pairs, averaging 1000 bp.38 One of the problems associated with having such a large range of target sequence is that it becomes difficult to control the hybridization efficiencies of various cDNA probes (see Chapter 1). Because the hybridization conditions are based on the length of nucleic acid fragments and the compositions of G+C and A+T (or A+U), hybridization efficiency can vary widely when long cDNA sequences are used as probes. In the case of Affymetrix’s oligonucleotide array, the 25-oligomer probes are designed to uniquely represent the desired cognate gene through blasting the GenBank database, thus minimizing cross-hybridization between similar sequences.17 Using oligonucleotides also makes it easier to design and select probes from the same or different genes with similar G+C content and putative melting temperature. Other criteria for the selection of probes include unique sequence, minimum secondary structures, and 3′ terminal sequence selection, all of which serve to ensure greater specificity in the probe–target binding.36 Even though the oligonucleotide probes have already been screened for comparable length and G+C content, there still exists a large variance in the single intensity of different probe set for the same gene. Therefore, the specificity of hybridization may depend on the region of ORF (open reading frame) chosen as a probe.



2.3.2 CROSS-HYBRIDIZATION



WITH



RELATED



OR



OVERLAPPING GENES



Cross-hybridization is an important limitation for the cDNA-based microarrays. As we know, different genes may have common domains and some degree of sequence identity or homology with genes from different species. Many individual genes are part of gene families, and in many cases, these genes have a great degree of sequence identity that can only be distinguished from each other through the design of site-specific hybridization probes. Evertsz and coworkers5 from IncyteGenomics gave an excellent example of the hybridization cross-reactivity within homologous gene families on glass cDNA microarrays (Incyte platform). They pointed out that the potential for hybridization cross-reactivity needs to be considered when interpreting the results. They attempted to establish guidelines for interpreting microarray results in which spotted cDNA targets were known or suspected to share moderate to high sequence homology when the arrays were applied for whole genome screening. A model array representing four distinct functional classes (families) — chemokines, cytochrome P-450 isozymes, G proteins, and proteases — was used for these experiments. The cDNA clones selected for this array exhibited pairwise sequence identities ranging from 55 to 100%, as determined by a homology scoring algorithm (LALIGN). As expected, hybridization signals were highest at the matching target elements. Targets containing less than 80% sequence identity relative to the hybridization probe sequences showed cross-reactivities ranging from 0.6 to 12%. Targets containing greater than 80% identity showed higher cross-reactivities (26–57%). These cross-reactive signals were analyzed for statistical correlation with the length of sequence overlap, percent sequence identity, and homology score determined by LALIGN. The results suggest that homologous regions of genes should be avoided when selecting clones for cDNA microarrays; they also indicate that cross-hybridizations could be conducted on microarrays where expressed gene sequences between the two species share 80% sequence identity or higher. © 2003 by CRC Press LLC



Numerous investigations have demonstrated that oligonucleotide arrays show a greater dynamic range in the reported differential expression ratio, both in general as well as in the case of members of gene families.10,12,19,21 One possibility for this difference is the lack of cross-hybridization with oligonucleotide arrays. Data from the Affymetrix platform indicate 25-mer probes have the ability to distinguish between genes with up to 90% sequence homology. Therefore, if only one member of the gene family is differentially regulated under certain conditions, the ratio reported by oligonucleotides designed toward that particular gene may reflect the change in expression more accurately; whereas, the cDNA element may reflect a weighted average of changes in differential expression for that gene and others to which it cross-hybridizes, which may or may not demonstrate changes in expression.



2.3.3 THE POTENTIAL IMPACT



OF



RNA SPLICING



ON INTERPRETATION



An increasing number of alternatively spliced gene transcripts have also been identified, demonstrating that cDNAs derived from mRNA transcripts can also share exact identity over a portion of their sequences.28 Many organisms employ alternative RNA splicing of genes that cannot be accurately measured using full-length, ORF-based, cDNA microarrays. As suggested previously with regard to cross-hybridization, oligonucleotide probe design also could theoretically overcome this difficulty.



2.4 COMPARATIVE EXPERIMENTAL STUDY USING THE TWO POPULAR ARRAY SYSTEMS While high-throughout technologies are very efficient, they are also quite expensive. Because different laboratories may use different platforms to profile the same genes or similar treatments, combining expression measurements across microarray technologies or mutually transforming data across a variety of microarray databases would potentially reduce the need to duplicate experiments. Thus, many biostatisticians have tried to determine how to compare the data generated by different platforms by developing algorithms or software that could help microarray users share their databases.1,3 Unfortunately, at the present it seems unlikely that these data can be normalized or transformed to a common standardized index of gene expression, or other intermediate value. Chuo and colleagues18 reported a poor correlation of mRNA measurements from two largescale microarray studies analyzing gene expression in multiple cancer cell lines. The research was based on the publicly available data measured with Stanford-type cDNA microarrays and Affymetrix oligonucleotide microarrays. This research represented the first comparative study on the largescale analysis of data generated from spotted cDNA arrays and microarrays with synthesized oligonucleotides, the two most commonly used microarray platforms. In general, corresponding measurements from the two platforms showed poor correlation. Clusters of genes and cell lines were discordant between the two technologies, suggesting that different biological relationships would be detected in gene expression analyses on the two platforms and emphasizing the fact that GC content, sequence length, average signal intensity, and an estimator of cross-hybridization (BLAST score, less than 1E-10 as a threshold) were found to be associated with the degree of correlation. This suggests gene-specific or, more correctly, probe-specific, factors influence measurements differently in the two platforms, implying a poor prognosis for broad utilization of gene expression measurements across platforms. However, without an independent third source of data, the authors were not in a position to determine which of these two platforms was the better one. Our recent study was designed to assess the reliability of datasets generated by the two platforms from the same samples.21 We had already established a model for upregulation of a cluster of antioxidant responsive element (ARE)-driven genes in the IMR-32 human neuroblastoma cell line by treatment with tert-butylhydroquinone (tBHQ; 10 µM) for 8 hr and 24 hr.20 HuGene FL (Affymetrix), U95Av2 (Affymetrix), and UniGem V2.0 (IncyteGenomics) were chosen for a © 2003 by CRC Press LLC



comparative study on 8- and 24-hr samples. The Affymetrix data generated from U95Av2 chips demonstrated that the mRNA of 218 (2.3% of total clones) genes was increased after 8 hr of tBHQ treatment. This list included most of the known ARE-driven genes, and nine genes selected for further analysis showed high consistency by RT-PCR. IncyteGenomics identified an increase in four genes and no decrease. These same four genes were also called by the Affymetrix microarray. A summary of gene expression data generated by the two platforms is shown in Table 2.1. The sensitivity (fluorescence intensity) and specificity (fold) were very different for selected genes when comparing the two platforms. Cross-hybridization was shown to partially contribute to the discrepancies in the data generated by the two platforms. According to our results, the data generated from oligonucleotide microarrays are more reliable for evaluating changes in gene expression than data from long cDNA microarrays. This chapter suggests some fundamental disparities in the results generated from the two global screening platforms. Yuen and co-workers34 compared the accuracy of microarray measurements obtained with an oligonucleotide array (GeneChip, Affymetrix) to a laboratory-developed cDNA array by assaying test RNA samples from an experiment using a paradigm known to regulate many genes measured on both arrays. The custom array contains 956 clones selected primarily from an NIA 15K library or purchased from Research Genetics; however, information about the length and sequence of the clones was not provided in detail. The dual-color labeling method was used to incorporate Cy3 or Cy5 into the cDNA generated from 20 µg of total RNA. These investigators selected 47 genes represented on both arrays, including both known regulated and nonregulated transcripts, and established reference relative expression measurements for these genes in the test RNA samples using quantitative real-time PCR (QRT-PCR) assays. The validity of the reproducible (average CV, 11.8%) QRT-PCR measurements was established through application of a new mathematical model. The performance of both array platforms in identifying regulated and nonregulated genes was identical. With either platform, 16 of 17 definitely regulated genes were correctly identified, and one definitely nonregulated transcript was falsely identified as regulated. Accuracy of the foldchange measurements obtained with each platform was assessed by determining measurement bias. Both platforms consistently underestimated the relative changes in mRNA expression between experimental and control samples. The bias observed with cDNA arrays was predictable for fold changes 


2.5 FUTURE POSSIBILITIES Microarray analysis has transformed from an interesting idea into a core technology in just a few short years. The recent trend of institutions bringing these tools to core facilities should further open the way for academic researchers to use this technology. While only a few of the academic core facilities surveyed offered access to the Affymetrix GeneChips, a much larger number offered cDNA array technology. Also, based on the number of publications associated with microarray technology, nearly 75% of papers used spotted cDNA arrays as a means of profiling the gene expression patterns since 1999. In addition, the wide use of the Affymetrix microarray system has been limited due to the more involved sample processing steps. The investigator is generally responsible for isolating RNA, creating double-stranded cDNA incorporating a T7 promoter, performing in vitro transcription (IVT) to get labeled cRNA, fragmenting the cRNA, and providing © 2003 by CRC Press LLC



TABLE 2.1 Summary Statistics of Gene Expression Data Generated by Two Microarray Systems Incyte UniGem V 2.0 Gene Name Thioredoxin reductase NAD(P)H: quinone oxidoreductase Neurofilament heavy Transketolase Breast cancer cytosolic NADP(+)-dependent malic enzyme Malic enzyme 1 NADP(+)-dependent, cytosolic Aldo-keto reductase family 1, member C4 (AKR1C4) Aldo-keto reductase family 1, member C1 (AKR1C1) Ferritin, light chain Ferritin, heavy chain Heme oxygenase 1 γ-Glutamylcysteine ligase, regulatory subunit γ-Glutamylcysteine ligase, catalytic subunit Glutathione reductase
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Note: Data analysis was performed across all pair-matched tBHQ and vehicle-treated groups. The fold and difference calls (or change calls) in Affymetrix HuGene FL and U95Av2 chips were calculated by Microarray Suite 4.1 and 5.0, respectively, and the fold changes were presented as means. Each transcript in the comparison analysis had five possible difference call (or change call) outcomes: (1) increase (I); (2) marginal increase (MI); (3) decrease (D); (4) marginal decrease (MD); (5) no change (NC). The folds in Incyte Unigem V.2.0 arrays were calculated by the Incyte algorithms and the results were presented as means. N/A, the gene probe is not available in that array. (From Li, J. et al., Toxicol. Sci., 69, 383, 2002. With permission.)
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quality control (QC) documentation of these steps. There are also additional costs in that Affymetrix recommends running a test chip to verify the quality of samples. The oligonucleotide approach for the analysis of gene expression has also been criticized for a lack of sensitivity.17,41 Because a single capture probe is not always sufficient to distinguish the expression of a particular gene, the use of multiple capture probes to represent a single gene in the Affymetrix array system is intended to avoid the problem of cross-hybridization as well as to increase the sensitivity. Thus, one of the likely causes of increased specificity in oligonucleotide arrays as compared with long cDNA arrays is a decrease in cross-hybridization with highly homologous genes. Although it is true that shorter oligonucleotides (15- to 20-mers) promise more specific binding with probes, some papers recently indicated that 50- or 70-mers yield good sensitivity while maintaining the excellent specificity of shorter sequences.17 When Operon Techologies41 compared the sensitivities of 35-, 50-, 70-, and 90-mers for detecting highly expressed genes and genes expressed at moderate or low levels, they found that the 70-mers performed best. However, the results from MWG Biotech showed that 50-mer oligonucleotide arrays provided high specificity and excellent sensitivity, while 70-mers only increased formation of secondary structure.17,40 Ramakrishnan and colleagues25 recently introduced the Motorola platform, which is based on a cross-linked polyacrylamide substrate that is photo-cross-linked to a glass slide and has specific functional groups to which the 5′ end of an oligonucleotide (30-mer) is attached via a hexylamine linker. They point out several features of this platform that may rival other commercialized platforms. First, a three-dimensional surface (the polyacrylamide matrix) has been shown to have a higher specific hybridization signal compared to glass. Second, high-quality, presynthesized oligonucleotides were used in contrast to in situ synthesis protocols that can generate amounts of deficient sequences depending upon the stepwise coupling efficiency and the length of the oligonucleotide. The probe present on the final commercial chip has been empirically tested prior to its attachment on the array. Third, single-color detection has been used rather than dual-color for ratio-based reporting of expression changes. Finally, automation of the target-preparation using the Qiagen BioRobot (Model 9604 or 3000) procedure shows high reproducibility and low variability as measured by hybridization to microarrays showing a linear and quantitative amplification probe hybridization signals.4,39 Thus, oligonucleotide spotted arrays may be an optional choice for global screening. However, comparative studies between this platform with others also are necessary.



2.6 SUMMARY Increasing evidence strongly implies that oligonucleotide-based arrays are more reliable for global screening compared to long cDNA array at the present time. Oligonucleotide arrays give a more accurate and comprehensive representation of gene expression profiles that in turn ensures with a higher probability that further research work will proceed down the correct path. Clearly, the recent efforts to genetically profile toxic compounds and promising pharmaceuticals require the best datasets possible for application to drug discovery. In terms of the quality-to-price ratio, new systems such as oligonucleotide spotted arrays are expected to find a place in the market. What the future holds, however, remains to be determined in this ever-evolving field.
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3.1 INTRODUCTION Nucleic acid-based microarrays were first used for large-scale parallel analysis of gene expression about 7 years ago.1,2 Since that time, gene expression microarray techniques have continued to be developed by many investigators who have recognized the unprecedented potential of array
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techniques for investigating many biological systems. In such a dynamic field of inquiry, it is not surprising that many of the basic techniques are still evolving, and the utility of specific microarrayrelated methods is greatly debated. However, if there is one point that most practitioners agree upon, it is that the quality of current microarray data is not guaranteed. In such an environment, quality control (QC) of array methods and data is crucial to successful use of the technology. First, because microarray expression profiling techniques are still developing, some of the problems are not yet well understood, and pitfalls for the individual investigator are not necessarily obvious. For example, RNA isolation and preparation of target materials can be highly variable processes, and one’s choices of methods can have strong effects on array data. Once arrays have been hybridized, differentiating a poor result from a good one is not always straightforward. In addition, following microarray data generation, a multitude of downstream data analysis methods can have dramatic impacts on results. A second impetus for strong QC methods arises from the importance of maximizing consistency among expression profiling results from different investigators, laboratories, or even technologies. Expression profiling microarrays are expensive, experiments can be time consuming, and resulting datasets can be very large. Thus investigators have recognized the value of electronically integrating gene expression data from diverse sources in large, easily queried expression databases. The potential power of such databases for biological discovery is great, but it can only be realized if high-quality, comparable data can be generated by many independent investigators. Widespread application of common QC methods is crucial to achieving comparable data, and this has been recognized in community database initiatives such as MIAME.3 Quality control for array data may consist of several steps. First, one should try to prevent quality problems by optimizing sample preparation and hybridization and should be prepared to monitor quality with appropriate control reagents; this is the focus of Section 3.2. Second, one needs to detect poor-quality data when they occur; methods for doing this are discussed in Section 3.3. A third step for quality control involves selecting a data reduction method appropriate for the data and ensuring the consistency of the final reduced data, topics that are discussed in Section 3.4. The majority of the authors’ experience has been with the Affymetrix GeneChip™ oligonucleotide array platform (Affymetrix; Santa Clara, CA). For this reason, most of this chapter describes QC methods that can be applied directly to this platform. Nevertheless, we stress that the concepts described later can, and should, be applied to other common platforms. Briefly, Affymetrix GeneChip® arrays typically consist of ~500,000 distinct 25-mer oligonucleotides, synthesized by photolithography on a glass substrate. On most designs, 10 to 20 distinct 25-mers are tiled on the array to monitor each mRNA. Each of these complementary 25-mers (called perfect match [PM] oligos) is accompanied by a corresponding mismatch (MM) oligo that has the same sequence but for a single base change at the central position. MM oligos are used as controls for nonspecific binding in the Affymetrix GeneChip data reduction methodology.2 In the remainder of the chapter, the term probe will be used to refer to a PM or MM oligonucleotide, and the term target will be used to indicate material that is hybridized to an array.



3.2 THE STARTING POINT: QUALITY CONTROL OF THE TARGET MATERIAL AND ARRAYS 3.2.1 QUALITY



AND



AMOUNT



OF CRNA



TARGET



All expression profiling experiments start with the isolation of total or polyadenylated RNA from a biological sample. Two typical methods are available, depending on the type of array to be used. For spotted cDNA microarrays, the RNA is reverse transcribed (RT) into labeled complementary DNA (cDNA); for oligonucleotide arrays, unlabeled cDNA is purified and used as the template for in vitro transcription (IVT) back into labeled cRNA. The labeled target is then applied to the array. Description of the many methods for isolating, reverse transcribing, and labeling samples is beyond © 2003 by CRC Press LLC



the scope of this chapter, and good guidelines are available elsewhere.4 The focus of this section, therefore, is on the components of the process that can alter the quality of the target. Several aspects of the RNA amplification and labeling process can greatly influence the representation of the initial mRNA in the final labeled pool, and these should be given careful consideration when choosing a protocol for target preparation. The choice of random primers or oligo-dT in the cDNA synthesis steps, the specificity and processivity of the enzymes used in the reverse transcriptase and T7 RNA polymerase reactions, and the method chosen for purifying the cDNA and cRNA will all influence the average length and/or 3′ bias of the final product. Different types of arrays will have inherently different biases in the probes, and, if the labeled target does not contain the complementary sequences to the probe sequences tiled on the array, false negatives will result. In addition to the representation of messages, the use of different isolation, purification, RT, and IVT methods can also have an effect on the overall yield of the target preparation process and, more importantly, can alter the purity of the target cRNA. Variation in purity is especially problematic, because it means that target preparations that appear to contain the same mass of cRNA by ultraviolet absorbance methods can, in fact, contain quite different masses of labeled, hybridizable material. Comparability of the array readouts from such targets is then compromised because of the limited dynamic range of the arrays (see Section 3.2.2.2). To limit variation resulting from target preparation methods, it is advisable to adhere to the following minimal guidelines: (1) assess RNA degradation prior to amplification and labeling, (2) process all samples in an experiment with identical protocols, and (3) quantitate the target material as accurately and consistently as possible. Finally, when validating or developing new protocols, especially for high-throughput screening (HTS) applications, the inclusion of no-template controls is necessary to assess the amount of carryover and other sources of impurities. In typical single-round amplification reactions, conversion rates of total RNA to cRNA are on the order of 1 to 10, so 2 to 10 µg of total RNA is often required to achieve 10 µg of labeled cRNA target. Rehybridization of single target preparations to multiple arrays can be used to extend the use of small samples. In our hands, cRNA hybridization solutions for oligonucleotide arrays can typically be reused three times. Variance among repeated hybridizations of a single hybridization solution is usually significantly less than the variance introduced by other biological and technical sources of noise. If sample material is limiting for a particular application, then higher levels of RNA amplification can be achieved by multiple rounds of linear amplification. For example, starting with as little as 10 ng of total RNA, two rounds of linear amplification can yield ~10 µg of labeled cRNA target.5 However, protocols that provide higher amplification are technically more difficult and also carry the risk of larger representational biases in the amplified product, so they should be used only when truly required.



3.2.2 ARRAY QUALITY 3.2.2.1 Array Variation Variation in array quality occurs in various forms, regardless of the particular array platform that is used. For example, quality problems for oligonucleotide arrays may arise from incomplete oligo synthesis, spatial defects due to photolithography problems, or physical defects such as scratches. For spotted cDNA arrays, size and morphology of spots are commonly problematic. All these variations will tend to degrade the fidelity of array data. One serious drawback of most arrays is that none of the above-mentioned defects can be detected prior to actually using the array (posthybridization QC is addressed in Section 3.3), and preventative measures are very limited. To reduce overall variation due to array manufacture, arrays used in a particular experiment should be members of the same fabrication lot when possible, as inter-lot quality variation can in some cases be large. In addition, for “homemade” spotted cDNA arrays, preventative measures must include careful control of all aspects of the clone picking and array spotting processes; a description of these © 2003 by CRC Press LLC



processes is far beyond the scope of this chapter, but many sources of good information are available in the literature. 3.2.2.2 Dynamic Range of the Array: Sensitivity and Saturation In most biological systems, the vast majority of messages are typically present at relatively low levels, below ~1 message in 100,000 (i.e., less than 10 parts per million [ppm]), while a small number of ubiquitous mRNAs can exceed 1 message in 1000 (1000 ppm). The particulars of the distribution can be expected to be different in different organisms or in different cell types. In general, we can say that most mRNAs are distributed across an abundance range of at least approximately three orders of magnitude, with a pronounced bias toward low-abundance messages. For the purposes of this chapter, we define dynamic range as the range of message abundance that can be robustly detected in the target, ranging from the lowest abundance message that produces a hybridization signal just above background levels up to the highest abundance message that saturates the response of the array. Dilution and spike-in studies demonstrate two facts about the effective dynamic range of current oligo arrays. Spiking studies on oligonucleotide arrays suggest that the dynamic range of the readout is at best three orders of magnitude, and response over this range is not fully linear.6 Spotted cDNA arrays also suffer from limited linear dynamic range.7 Dilution studies demonstrate that the range of transcript abundances that can be reliably quantitated is dependent on the total mass of target material that is applied to the array. Thus, for example, the PM probe features for an abundant message can be in the linear range of response when a small mass of target is included in the hybridization, but the same features can saturate if the total mass of target in the hybridization is increased. Figure 3.1 shows data from a dilution study using Caenorhabditis elegans target that demonstrate the dependence of the effective dynamic range of the readout upon the mass of target applied to the array. Due to the dependence of dynamic range on the total mass of target, proper matching of target mass to array is clearly crucial in order to maximize the fidelity of the readout. For the example shown in Figure 3.1, the use of 2 µg of C. elegans target (quantitated by ultraviolet absorbance) resulted in a large number of messages being detected (called present), but comparison of this data to the result when 0.1 µg of target was used shows that high-abundance messages were saturating when 2 µg of target was used. On the other hand, reduction of the target material to 0.1 µg reduced nonlinearities among the high-abundance readouts, but at the cost of a large loss of sensitivity to detect rare messages. In this particular case, the best compromise was found by applying 0.5 to 1 µg of target material, which led to near-maximal numbers of genes being detected, while limiting saturation of the most ubiquitous messages. Note that, for C. elegans, the determined target range is an order of magnitude lower than the array manufacturer’s generic recommendation8 of at least 10 µg.



3.2.3 HOUSEKEEPING



AND



SPIKED MESSAGES



FOR



QC



Internal controls of some kind are crucial to determine if an array experiment has failed and, if so, at what stage the failure took place. Both endogenous and spiked transcripts can be useful. Table 3.1 summarizes several housekeeping, polyadenylated spike, and cRNA spike messages that we have used for QC purposes on oligonucleotide arrays. 3.2.3.1 Housekeeping Genes Housekeeping genes are generally defined as mRNAs that are highly and invariably expressed in all samples in any given experiment. Because they are endogenous to the samples and already present in the target, they are the best representation of the quality of the sample. Commonly used examples are genes such as β-actin, glyceraldehyde-3-phosphate dehydrogenase (GAPDH), or © 2003 by CRC Press LLC
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FIGURE 3.1 Dynamic range of array readouts. A single C. elegans cRNA preparation was serially diluted, cRNA spikes were added, and each dilution was applied to two or three replicate arrays. (Bottom panel) The number of genes called present by the Affymetrix MAS 4.0 software was proportional to target mass, reaching maximal levels by 0.5–2 µg. (Top panels) Pairwise scatter plots of mean readouts for 0.2-, 0.5-, 1-, and 2-µg target hybridizations against the 0.1-µg target hybridization. As target mass increases, hybridization intensity increases, but readouts of the most abundant messages are progressively saturating, at target masses as low as 0.5 µg. As a result, readout range is compressed as target mass increases.



ribosomal proteins. Both β-actin and GAPDH are monitored by standard probesets on all Affymetrix oligonucleotide arrays (Table 3.1). A useful application for housekeeping gene readouts is as a measure of target message degradation. Specifically, the ratio of readouts from probesets from the 5′ and 3′ ends of housekeeping genes such as GAPDH can be a good monitor of commonly occurring sample degradation or failure of processivity in the cDNA/IVT process (see Section 3.3.3.1 for details). Another use of housekeeping genes is for normalization. This method assumes that the designated housekeeping genes were expressed at constant levels in all samples and therefore uses them as a reference point. Readouts from arrays are then universally scaled so as to satisfy the assumption. The practice of using a small number of housekeeping genes for normalization is frequently criticized9 because the assumption that such genes are truly constant in expression is often not justified. Furthermore, typical housekeeping genes are often among the most highly expressed genes, thus normalization that utilizes their readouts as a reference can be especially subject to artifacts caused by limited dynamic range (see Section 3.2.2.2). Nevertheless, in some cases housekeeping genes can be a useful normalization control if a relatively large number of them are available and they are appropriate for the experiment in question (see Section 3.4.3). 3.2.3.2 Polyadenylated Spikes Perhaps the most direct method for detecting problems in the entire process of target preparation, array hybridization, and data reduction is the spiking of in vitro transcribed polyadenylated control transcripts into total or polyadenylated RNA from an experimental sample.9 Such spikes can be prepared in pools and an aliquot of the pool added into each isolated RNA. In this way, the spikes © 2003 by CRC Press LLC



TABLE 3.1 Housekeeping, Polyadenylated, and cRNA Spikes for Array QCa Type of Control Housekeeping Polyadenylated spike



cRNA spike



Transcript



ATCC Accession



Affymetrix Gene Qualifier



beta-Actin



NA



depends on array design



GAPDH



NA



depends on array design



QC Metrics 5′–3′ ratios



LYS



87482



AFFX-LysX-5, -3, -M



5′–3′ ratios



PHE



87483



AFFX-PheX-5, -3, -M



Rank order



THR



87484



AFFX-ThrX-5, -3, -M



TRP



87485



AFFX-TrpnX-5, -3, -M



DAPM



87826



AFFX-DapX-M



Array sensitivity



DAP5



87827



AFFX-DapX-5



Standard curve slope



CRE5



87832



AFFX-CreX-5



BIOB5



87825



AFFX-BioB-5



BIOD3



87830



AFFX-BioDn-3



BIOB3



87828



AFFX-BioB-3



CRE3



87835



AFFX-CreX-3



BIOC5



87833



AFFX-BioC-5



BIOC3



87834



AFFX-BioC-3



DAP3



87831



AFFX-DapX-3



BIOBM



87829



AFFX-BioB-M



a Where applicable, the “ATCC Accession” column gives the American Type Culture Collection accession number for related plasmid construct. The “Affymetrix Gene Qualifier” column indicates the label of the probeset on Affymetrix commercial arrays that corresponds to each transcript.



experience all stages of the sample preparation and array readout processes. Ideally, the pool of spikes will contain a variety of messages of different length and different concentrations that are not present in the samples to be tested. The readout from such spikes can be used to test for processivity and linearity of amplification and for the success of the array hybridization. We have used the Bacillus subtilis transcripts LYS, PHE, THR, and TRP (Table 3.1) for this purpose and have found them to be useful QC indicators in some situations. 3.2.3.3 Labeled cRNA Spikes To validate the performance of an array, independent of possible sample-related QC problems, spiking of labeled control transcripts into cRNA is a very useful method. As with polyadenylated spikes, cRNA spikes can be prepared as a mixture of a number of distinct transcripts at a range of concentrations to form a standard curve. An aliquot of the pooled standard curve mixture can be added to targets prior to hybridization. The readout of cRNA spikes will indicate specific problems of the array hybridization or readout process, as opposed to failures of the sample preparation process. Nonlinearities in array response, indicative of dynamic range limits, are readily observed in the form of saturation-like curvature in the standard curve. The slope of the standard curve in units of intensity per transcript abundance is one indicator of array response. In addition, the readout of the cRNA spikes can be used to estimate array sensitivity and normalize results among arrays and array designs (see Section 3.4.3). We have used a pool of 11 bacterial transcripts for this purpose10 and found them to be invaluable for QC purposes (Table 3.1). Specific QC metrics that can be derived from the readouts of cRNA spikes are discussed in Section 3.3. © 2003 by CRC Press LLC



3.3 AFTER THE HYBRIDIZATION: QUALITY CONTROL TESTS FOR THE ARRAY READOUT 3.3.1 INSPECTION



OF THE



ARRAY IMAGE



Critical review of the array readout is the focus of almost all array QC methods, simply because most problems, if present, will manifest themselves at this stage. Examples of such problems include: • • • • •



Circular-shaped artifacts resulting from poor fluid flow during hybridization or staining Fluorescent debris on the array surface, introduced during hybridization or staining Spatial gradients in the staining intensity, often occurring in the same direction in which fluid flow occurred during the staining procedures Manufacturing defects, such as poor spot or feature definition or scratches Misregistration of the gridding used by image-analysis software to segment array features



Visual inspection of the array image is the most basic, and effective, QC method. While it may seem obvious that all arrays should be examined by eye, in the context of large experiments involving hundreds of arrays visual inspection can become a chore that is easily neglected. However, even a rapid inspection of the scanned array image by a trained observer can quickly identify the majority of problems that degrade data, usually more easily and sensitively than automated QC methods.



3.3.2 METRICS



FOR



MEASURING OVERALL ARRAY IMAGE QUALITY



Three core QC metrics calculated by the Affymetrix software MicroArray Suite (MAS) are strong predictors of array readout problems. While these particular numbers are specific to the Affymetrix platform, they are essentially measures of signal and noise, and alternative array software will generally compute analogous figures.11 3.3.2.1 Average Intensity/Scaling Factor The average intensity is simply the average hybridization intensity of all features on the array. If software applies an automatic scaling to bring the average intensity of arrays to a common value, then the scaling factor represents the multiplicative factor that was applied to a particular array (larger scaling factors indicate that an array was originally dimmer). The target value for average intensity will vary from one platform to another, but for oligonucleotide arrays average intensity of arrays within an experiment should not vary much more than threefold. Variations in average intensity beyond this range often indicate sample or array problems. Perhaps the most common problem is a “dim” array, which is often a symptom of poor target preparation. While variations in average intensity can nominally be removed by normalization (see Section 3.4.3), extreme variations will cause nonlinear, possibly gene-specific differences between samples due to background noise and the limited dynamic range of the arrays (see Section 3.2.2.2). Most normalization procedures cannot effectively remove such nonlinear effects; therefore, the problematic arrays should be excluded from further analysis. 3.3.2.2 Number of Present Calls The Affymetrix MAS software computes an absolute decision for each gene: absent, present, or marginal. The absolute decision provides an empirical estimate as to whether a message is detectable in the target. Using MAS v.4.0, under default settings, the false-positive rate is on the order of ~2%, while the true positive rate is typically around 20% for transcripts at concentrations as low as 0.25 pM and rises until it is >90% for transcripts above ~4 to 8 pM. The number of present © 2003 by CRC Press LLC



calls for replicate samples within an experiment should typically be within ~10% of one another. More dramatic variation (especially reduced present call counts) for some samples often indicates that the corresponding targets or arrays are of questionable quality. Note that real biological variation among samples can also cause relatively large differences in present call counts, which should be recognized when analyzing present calls from nonreplicate samples. 3.3.2.3 Background Level In the MAS software, the Q statistic is a measure of the standard deviation of the 2% of features on the array with the lowest intensity. As such, it nominally represents a measure of background noise. As one would expect, Q scales with the average intensity of arrays, such that brighter arrays also tend to have higher Q values. In MAS v.4.0, there tends to be an inverse correlation between Q and the number of present calls for any readout, because the present call metric incorporates Q as a threshold value for making a present call. At a similar level of average intensity, unusually large Q values are a strong indicator of a quality problem with hybridizations. For example, we have found that poor-quality arrays or arrays with staining irregularities are sometimes distinguished by relatively high Q values. 3.3.2.4 QC Measures Generated by Other Array Software The Dchip software12,13 generates three very useful QC measures based on the scanned array image. First, this software reports the median intensity of all features and the percentage of genes called present on each array. These are essentially the same as the first two QC figures derived from the MAS software, described previously. In addition, Dchip uses the standard errors of estimates from a linear statistical model to flag probesets that behave inconsistently (called array outliers) or single probes that behave abnormally (called probe outliers). These outlier calls are sensitive to crosshybridizing probes and manufacturing or image defects on the arrays and serve as an efficient way to isolate poor-quality results. Dchip also offers a useful visualization of each array, in which the array and probe outliers are directly highlighted on an intensity-normalized image of each chip. Table 3.2 summarizes QC figures that are derived from the array image.



3.3.3 READOUTS



OF



HOUSEKEEPING CONTROLS



AND



SPIKED MESSAGES



3.3.3.1 Housekeeping 5′–3′ Ratios On commercial Affymetrix arrays, 5′ and 3′ regions are separately tiled for several housekeeping controls such as β-actin and GAPDH. As mentioned in Section 3.2.3.1, the ratio of signals from the 5′ and 3′ probesets within a single transcript can reveal failures of processivity during cDNA or IVT processes (i.e., the synthesized target was of insufficient length) or problems of target degradation. When considering 5′–3′ ratios, it is important to note that the absolute value of the ratio for any particular pair of 5′ and 3′ probesets will be specific to the associated transcript, due to probe-specific effects. That is, the 5′–3′ ratio may be consistently higher or lower for one housekeeping transcript compared to another, solely due to differences in the sensitivity of the associated probes. So, one should not concentrate on the absolute value of the ratios, but rather should look for inconsistencies in the ratio for any single housekeeping transcript across a set of arrays. For example, we have used threshold 5′–3′ ratios of 0.5 for the Affymetrix β-actin and GAPDH probesets as a QC warning signal; we often reserve arrays or samples with lower ratios for more detailed QC examination.
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TABLE 3.2 Image-Based QC Metricsa Array QC Metric



Software Source



Description



Average intensity



Affymetrix MAS4/5



Mean intensity of all probesets on array



Number of present calls



Affymetrix MAS4/5



Count of messages called present on array



Q (noise)



Affymetrix MAS4/5



Standard deviation of dimmest 2% of array features



Dchip array outliers



Dchip



Dchip probe outliers



Dchip



Flag for probesets with inconsistent behavior Flag for probes with inconsistent behavior



a b c



Sensitive to



Ref.



Inadequate sample mass, poor sample preparation, poorquality array, hybridization, staining, or scanning Inadequate sample mass, poor sample preparation, poorquality array, hybridization, staining, or scanning Inadequate sample mass, poor sample preparation, poorquality array, hybridization, staining, or scanning Cross hybridization to probes, image defects Cross hybridization to probes, image defects



b



b



b



c



c



Five QC metrics that we have found useful for evaluating the quality of array results are shown. Affymetrix, Affymetrix GeneChip Analysis Suite 3.3 User Guide, Affymetrix, Santa Clara, CA, 1999. Li, C. and Wong, W.H., Proc. Natl. Acad. Sci. USA, 98(1), 31–36, 2001.



3.3.3.2 Polyadenylated Spikes We have primarily used polyadenylated spikes as a general verification of the success of the target preparation and hybridization processes. Typically, we have spiked up to four distinct polyadenylated bacterial transcripts, ranging in length from 1 to 2.5 kb (Table 3.1), into starting total RNA. Specifically, we have looked for the correlation of the readout with the input spike concentrations, and the 5′–3′ ratios of the spikes as a monitor of process quality. A larger pool of distinct polyadenlyated spikes could potentially be used for estimation of the limit of detection of the array readout, estimation of process noise, linearity of response, and normalization of data from multiple samples. 3.3.3.3 cRNA Spikes Spikes added to the target cRNA have been used primarily for two purposes: estimation of array sensitivity, and normalization of array readouts (see Section 3.4.3). Because these spikes are added to the target mixture just prior to hybridization, their signals are sensitive to these processes only and are not affected by the success or failure of earlier target preparation steps. By observing the absolute decisions for each of the cRNA spikes, the sensitivity of an array can be estimated by a logistic regression.10 For commercial oligonucleotide arrays, we typically find the sensitivity of detection to be about 1:100,000 messages; we flag arrays with sensitivity poorer than 1:50,000 as QC failures. Variation in the sensitivity estimate across the arrays in an experiment might indicate an inconsistent dynamic range.
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3.4 REDUCING THE DATA: ENSURING THE QUALITY OF THE SUMMARIZED DATA 3.4.1 ALTERNATIVE DATA REDUCTION METHODS The central purpose of array experiments is to generate accurate, reproducible measurements of transcript abundances or transcript abundance differences from biological RNAs. To achieve this goal on different array platforms (spotted cDNA arrays, photolithographic oligonucleotide arrays, printed long oligonucleotide arrays, etc.), it is not surprising that different algorithms for computing transcript abundances from raw intensity data have been developed. At the highest level, different platforms utilize different sample preparation and readout methods. For example, spotted cDNA arrays traditionally apply a mixture of two differentially labeled biological samples to an array and then use the ratio of the hybridization intensities in two channels to a single spotted feature to estimate the ratio of the transcript abundances. In contrast, Affymetrix arrays utilize a single-color staining methodology and summarize the hybridization intensity of multiple probes for each monitored transcript. Even at the more specific, lower level, multiple data reduction methods have been proposed for each of the most commonly used array platforms. For example, both spotted and oligonucleotide arrays offer a number of different approaches to background subtraction, normalization, signal summary, etc. Some of them work better than others in particular experimental contexts, and many of them are still being developed. Each method embodies a specific set of assumptions that may or may not be appropriate for a specific experiment. The differences in performance between various methods mean that selection of a particular method becomes in some sense a QC decision. Because this area of research is so dynamic, specific algorithms for data reduction that we describe later are likely to become obsolete; however, because they are important to understand, we will survey several different types of current data reduction techniques. Because data reduction methods are changing so rapidly, it is perhaps most valuable to understand how to evaluate different methods, as opposed to simply demonstrating that one method is currently superior in a given context. Given the central purpose of transcript quantitation as described above, it seems reasonable that the major part of the utility of a given data reduction method can be captured by standard measures of reproducibility, sensitivity, and specificity. For our purposes here, we define reproducibility as the variance among repeated measurements of the same transcript, sensitivity as the fraction of expression changes among samples that are correctly detected, and specificity as the fraction of non-changes that are correctly detected. Evaluation of reproducibility requires replication of controlled experiments for single samples, and measurement of sensitivity and specificity requires spiking or related experiments where known abundances of distinct transcripts are present in the target. In the following sections, we describe some methods that are applied during the data reduction process for oligonucleotide arrays and give examples of how these methods fare on the grounds of reproducibility, sensitivity, and specificity.



3.4.2 PROBE SUMMARY METHODS For oligo arrays, probe summary is the process by which the signals from a number (typically 10 to 20) of PM and MM probes are combined and reduced to a single signal readout that is proportional to transcript abundance. Currently, two closely related methods are offered by the Affymetrix MAS software (versions 4 and 5). Alternative methods, such as the PMLOG/RMA algorithm,14 have recently been described by other groups. The MAS software probe summary method is based on the empirical observation that the difference between the signals from perfect match and mismatch probes (PM – MM) is proportional to transcript abundance.2 In MAS v.4.0, this (PM – MM) difference is computed for each probe pair in a probeset, outliers are discarded, and the summarized probeset readout (called the average difference) is calculated as the average of the (PM – MM) values. One of the problematic parts of © 2003 by CRC Press LLC
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FIGURE 3.2 Reproducibility of alternative probe summary methods. Affymetrix MAS 4, Affymetrix MAS 5, and PMLOG probe summary methods were applied to a set of 59 arrays from an Affymetrix Latin square spiking experiment (http://www.affymetrix.com/analysis/download_center2.affx). The coefficients of variation (CVs) of the readouts for all genes are plotted against the mean readout (abundance) for each of the 3 probe summary methods. The lines through the points are running medians through each set of data. In this case, use of PMLOG or MAS 5 reduced the variability of signals for low-abundance messages compared to MAS 4.



the average difference calculation is that in practice, a significant proportion of MM probes yield stronger signals than their PM partners, thus the average difference can be reported as less than zero, a result that cannot be correct and is difficult to process. In MAS v.5.0, the calculation is similar to MAS v.4.0, except that no outliers are removed, a more robust estimate of the average (PM – MM) is used, and MM values that are “suspicious” (e.g., larger than their corresponding PM partner) are imputed. The MAS v.5.0 probe-summarized value is called signal, and due to imputation of MM values it is never negative. Finally, in the PMLOG/RMA algorithm,14 MM probes are not utilized except to compute a global background, and the probe-summarized value is essentially an estimate of the median PM value. Figure 3.2 compares the MAS v.4.0 average difference, MAS 5.0 signal, and PMLOG probe summaries using data from a controlled spiking experiment carried out at Affymetrix. In this case, both MAS v.5.0 and PMLOG are more reproducible for the majority of relatively low-abundance transcripts, suggesting that the MM probe signals contribute a significant amount of noise to the average difference. The increase in reproducibility is reflected in the sensitivities of the methods for detecting differential expression. In one comparison of the sensitivity and specificity for the detection of fold changes of less than threefold in the same experiment, we found the sensitivities at 95% specificity of the methods to be 0.68 (MAS 4), 0.80 (MAS 5), and 0.91 (PMLOG/RMA).



3.4.3 NORMALIZATION METHODS Normalization is the process by which the readouts from multiple arrays are scaled so as to make them comparable. The Affymetrix MAS software offers two normalization methods. The first is a linear global normalization where the trimmed mean average difference for each array is scaled to a common level. This method makes the assumption that the mean expression level of samples should be the same, which may not be appropriate for highly perturbed samples, arrays monitoring a relatively small number of genes, or any set of coexpressed genes or if samples were run on different array designs. On the other hand, such a simple method may work well when monitoring many genes across mildly perturbed samples. The second method offered by MAS is a linear subset normalization, where the mean average difference of each array is scaled in order to equalize the mean average difference of a user-selectable subset of housekeeping or spiked probesets. Normalization by this method is most appropriate if one has a reasonably sized set of housekeeping or control transcripts in each target that are known to be present at the same levels in all samples. © 2003 by CRC Press LLC



One important application where the global and subset normalizations can differ greatly in performance is in the normalization of data from different array designs (i.e., arrays that monitor different but possibly overlapping sets of genes). In this application, global normalization can be systematically biased by differences in the mean expression levels of genes on the different designs. Specifically, if the true average expression level of genes on one design is higher than another, global normalization will inappropriately scale down data from the design with the greater mean expression level. In contrast, subset normalization can correctly normalize different designs, as the expression of a defined subset can be equal regardless of the superset of genes that is being monitored. A number of alternative normalization procedures have also been described in the literature. Methods based on calibrating each array with a standard curve formed from the cRNA spikes described in Section 3.2.3.3 have been described.10 To use cRNA spike signals for normalization, we form a standard curve from the signals of 11 spiked cRNAs that are typically present at levels from 0.5 to 150 pM and fit the curve by a generalized linear model to yield a calibration factor for the array (see Figure 3.3).10 In this way, intensity signals can be converted to estimates of transcript abundance in parts per million. Such absolute abundance estimates are more informative than relative transcript measurements, such as the ratios typically generated from spotted array analyses. However, it is important to note that such absolute abundance estimates for genes with robust signals can be subject (on typical oligo arrays) to gene-specific uncertainties on the order of twoto threefold due to sequence-specific differences in the hybridization characteristics of individual 25-mer probes. This standard curve-based normalization method, like the MAS methods mentioned above, is linear, applying a single global scaling factor to each array in a dataset. Figure 3.4 compares the reproducibility of replicate hybridizations normalized by global scaling and two variants of standard curve normalization. Because of the limitations of the linear dynamic range of most array platforms (discussed in Section 3.2.2.2), other methods utilize nonlinear, or piecewise linear, scaling functions. For example, running median or spline normalizations are implemented in the Dchip software,12 and quantile-based methods have also been described.15 The nonlinear methods have the potential to remove common technical artifacts such as variable nonlinear saturation among a set of arrays; on the other hand, the major drawback of these methods is the danger of “over normalization.” The additional degrees of freedom that are allowed in the nonlinear scaling methods can overfit the data, leading to inappropriate removal of true biological variation.



3.4.4 INTER-SAMPLE COMPARISONS



OF



REDUCED DATA



An investigator usually has a clear understanding of how the readouts from different samples in an experiment should relate to one another. For example, in a well-constructed experiment with sufficient replication, it is clear that replicate samples should have close to identical readouts. And, because most array designs monitor thousands of genes, even biologically different samples may be expected to have readouts for many genes that are fairly similar. Thus, inter-sample comparisons can be an efficient QC method to identify problematic arrays quickly. For this purpose, we find a heat-map representation of the Pearson correlation coefficients between arrays to be a fast way to zero in on questionable data in experiments involving tens to hundreds of arrays. The correlation coefficients are computed between each pair of arrays in the experiment and then presented in a color-coded matrix format, where color is proportional to the correlation coefficient. Problematic data typically appear in the form of one or more arrays that correlate poorly with all others in the set (see Figure 3.5 for an example). Other diagnostic plots can also be very helpful, such as simple scatterplots of one array against another or the rotated scatter “M-A” plots,16 which show the log ratio of readouts in two samples plotted against a measure of average abundance.
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FIGURE 3.3 A standard curve constructed from 11 in vitro synthesized cRNAs. cRNAs were pooled at 11 concentrations from 0.1 to 30 pM and added into complex cRNA targets. Hybridization intensity (average difference, or AD) is plotted against spike concentration, expressed in parts per million (ppm). Concentrations in ppm were calculated based on the known mass of cRNA in the target, assuming an average cRNA length of 1 kb. The response over 3 logs is close to linear, with a curvature suggesting saturation of PM signals from the more abundant transcripts. The solid line is a generalized linear model fit to the subset of readouts that were called present, indicated by a “P” on the plot. The sensitivity of the array shown was estimated by logistic regression of the present/absent calls to be 4.5 ppm (solid vertical line). (From Hill, A.A. et al., Genome Biol., 2(12), research0055.1–0055.13, 2001. With permission.)



3.5 SUMMARY Microarrays have established themselves as a powerful method for highly parallel gene expression monitoring. Nevertheless, the use of appropriate QC methods remains critical if arrays are to reach their potential for elucidating important biological systems. Array data quality is dependent on a number of factors, including the quality of sample preparation, overall array quality and consistency, and the limits of dynamic range for current arrays. Control reagents can be spiked into samples at appropriate stages of the sample preparation and array readout process. The readouts from those spiked reagents are sensitive indicators of anomalous samples or arrays. Visual inspection and other QC metrics derived from the array image after scanning can also reveal anomalous results efficiently. A number of methods exist for reducing raw array image data to estimates of relative or absolute message level, and many more are currently in development. Each of these normalization and/or probe summary methods makes different assumptions about the data, and careful consideration of those assumptions will allow scientists to select appropriate methods for their data. Once raw array data have been reduced, relatively simple inter-sample comparisons can often reveal common technical artifacts. Although the application of QC methods such as the ones described here does entail some effort on the part of investigators, the time and labor will be well rewarded with consistent, compelling, and valuable expression data.
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FIGURE 3.4 Reproducibility of alternative normalization methods. MAS 4 global scaling (AD), frequency normalization (FREQ), and scaled frequency normalization (SFREQ)10 were applied to the same set of C. elegans array readouts. The CV of each normalized readout for each gene is plotted as a function of the message frequency. For legibility, only 1% of the observed CVs are plotted as points. Lines are running medians through the four datasets. In this case, the FREQ method, based on calibration using spiked messages, was somewhat less reproducible than either SFREQ or AD, due to experimental variation in the effective concentration of spiked messages among hybridizations. 1 10
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FIGURE 3.5 Heat map of inter-sample correlations. Pearson correlation coefficients (r) were computed between each pair among 99 samples, and the results are displayed in a matrix format. The majority of samples are correlated with one another at the level of r ≅ 0.9. In contrast, samples 88 and 96 are very poorly correlated (r < 0.6) with all other samples except one another. Review of the data revealed that these samples were abnormally dim, and they were subsequently flagged as QC outliers. © 2003 by CRC Press LLC
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4.1 INTRODUCTION 4.1.1 GOALS



AND



USES



OF



CLUSTER ANALYSIS



Cluster analysis is the study of partitioning objects into homogeneous groups. Suppose there is a collection of objects, each of which is described by a set of variables. Cluster analysis seeks a solution to the problem of classifying the objects into groups in such a way that: • • •



An object belongs to one group only (although this constraint is relaxed in some types of cluster analysis). Objects in the same group, or cluster, resemble each other. Objects in different clusters are dissimilar.



In some applications, the objective of a cluster analysis is to discover “natural” groupings of the objects that reflect evolutionary or functional relationships among the objects; some of the cluster analyses done in toxicogenomics research have this objective. In other applications, the objective of a cluster analysis may be merely to divide the objects into a manageable number of groups that are convenient for some purpose. Unlike many of the statistical procedures used in pharmaceutical research, cluster analysis methods are mostly used in the exploratory phase of research, with no a priori hypotheses to test. Cluster analysis is intended largely for generating hypotheses rather than testing hypotheses. This explains the general absence in cluster analysis of the p-values that are associated with significance tests in many other areas of statistics.



4.1.2 CLASS DISCOVERY



VS.



CLASS PREDICTION



Before proceeding, we want to distinguish between two different classification goals. In class discovery, the objects under study are not associated with any preexisting classification. There is no a priori knowledge about the number or composition of the classes. The data analyst seeks to divide the objects into groups and then obtain a deeper understanding about the objects on the basis of the grouping. This is the situation for which many standard clustering methods are useful. In the fields of artificial intelligence and machine learning, cluster analysis is referred to as unsupervised learning. In class prediction, a classification is associated a priori with at least some of the objects on which measurements can be made. The goal in class prediction is to develop rules to assign an object to a class based on the values of its variables and then to assess the performance of the rules when they are applied to a new set of objects. Regression and discriminant analysis are statistical methods used to address this goal. In artificial intelligence, the goal is addressed by methods referred to as supervised learning.



4.1.3 GENERAL STRATEGY



FOR



CLUSTER ANALYSIS



The following series of steps are typical for any cluster analysis. •



Identify the set of objects to be clustered; this often includes identifying some objects to omit from the cluster analysis, based on the values of their variables.
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• • • • •



Make adjustments to the data to accommodate differences in measurement scales or in the distributions of values. Select the measure to use to quantify the similarity between objects. Choose the clustering method(s) most appropriate for your purposes. Apply the cluster method(s). Visualize the results.



At this point, the scientist or analyst must decide if the results make sense and are potentially useful, or if another round of analysis using a different similarity measure or cluster method is needed. Unfortunately, no widely agreed upon tools or tests are available that one can rely on to indicate that any particular clustering is the best one possible. For this reason, a good strategy is to cluster the objects using a variety of methods and/or similarity measures. If several different methods produce similar solutions, the analyst should have more confidence that the results reflect a true cluster structure in the data. Widely different solutions might be taken as evidence against any clear-cut cluster structure.



4.1.4 SCOPE



OF THIS



CHAPTER



This chapter focuses on methods and techniques used by the gene expression profiling community. Gene expression assays yield a quantitative measure of expression for each gene. Measurements are made on several samples, with each sample (or, preferably, set of replicate samples) representing a different “treatment” (e.g., tumor type, the amount of time since exposure to some environment, vaccine type, etc.). We therefore focus on clustering methods that are appropriate when all data are numeric and all measurements are in the same units. The chapter focus is further restricted to methods concerned with class discovery, rather than those directed at class prediction. A number of books, including those by Massart and Kaufman1 and Everitt,2 are available to provide the interested reader more detailed information on cluster analysis.



4.1.5 SOFTWARE Given the volume of data involved and the complexity of the computations, cluster analysis is not something done using a hand calculator and pad of paper. Fortunately, a variety of software packages provide the ability to perform one or more types of cluster analyses. Some of the software packages, such as Eisen’s Cluster and Treeview programs (http://www.microarrays.org/software),3 Genespring, and Spotfire DecisionSite for Functional Genomics, are specifically designed to work with gene expression data. Cluster analysis capabilities are also included in many general-purpose statistical applications, including SAS, JMP, S-Plus, SPSS, and MATLAB. Our intent in this chapter is not to recommend a particular software package, as the choice of software is usually governed by considerations other than just clustering abilities. Instead, we try to provide the background necessary to permit informed use of most packages that perform cluster analysis.



4.2 GENERAL CONSIDERATIONS 4.2.1 OBSERVATIONS



AND



VARIABLES



In some cluster analyses of gene expression data, the genes are considered the objects to be clustered, and samples are the variables. However, the computational machinery underlying most clustering methods will also work if the problem is transposed — that is, if samples are the objects to be clustered and genes are the variables. The two approaches address different questions about the experimental data. If the set of samples represents replicates within treatments as well as different treatments, clustering arrays may provide insight into the repeatability of the assay. If the samples © 2003 by CRC Press LLC



represent different tumor types, clustering samples may provide a useful classification of tumors. Some software packages, such as Eisen’s Cluster program, GeneSpring, and Spotfire DecisionSite for Functional Genomics, make it easy to cluster the data in either or both directions. In other packages, such as SAS and JMP, the format of the input data file determines whether genes or samples will be regarded as the objects to be clustered.



4.2.2 PRELIMINARY TREATMENT



OF THE



DATA



What comes out of a cluster analysis depends on what goes in! Add or delete some objects, or change the scaling of the variables, and the resultant clustering will be altered, sometimes drastically. This is the reason for the first two steps in our general strategy for cluster analysis: data filtering and data adjustment. 4.2.2.1 Data Filtering The main goal in this first step of the analysis is to identify the subset of genes in which there is some variation in expression level across arrays. In most experiments, many genes are not expressed in any of the samples. Keeping those genes with little or no variation in expression can substantially affect the clustering results. It also considerably increases computation time and clutters any visual display of the clustering results. For these reasons, before doing anything else, it is important to identify and eliminate those genes that have little variation in expression levels. Standard filters used for this purpose include the following: •



•



•



Is the gene expressed (present) in at least one sample? This filter is often used for data from Affymetrix chips, because Affymetrix’s GeneChip software makes an explicit “present/absent” call for each gene. Is the expression level for the gene greater than some minimal value in at least one sample? Often, the minimal value is chosen to reflect the lowest level of expression believed to be reliably measured by the assay. Is there evidence that expression levels for a gene differed among samples? This can be addressed by looking at: • The ratio of the maximum value to the minimum value for a gene. A rule-of-thumb may be that you are not interested in anything less than a twofold difference between treatments. If the maximum value observed for a gene is not twice as large as the minimum, then it is not worth looking further at this gene. • The difference between the maximum value and minimum value for a gene. This is to catch genes with low expression levels that may pass a minimum-fold-difference filter but do not have a high enough expression level in any sample to be interesting (e.g., a minimum expression level of 6 and a maximum of 15). • The standard deviation of the values for a gene. Using a statistical summary measure of variability rather than a rule-of-thumb criterion may be useful, but only if the variance of the expression measurement is known not to be related to the mean. This is often not the case unless the data have first been log-transformed. Using this type of filter also relies on an underlying assumption that measurement variability is the same for all genes. This assumption has not been well tested to date.



Sometimes it is preferable to filter the data prior to sending it to the software used for cluster analysis, perhaps in Excel or using a SQL or Brio query tool. In other cases, the cluster analysis software itself provides easy-to-use filtering capabilities.
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4.2.2.2 Data Adjustments After identifying the subset of genes that have suitable variation in expression levels, the analyst needs to decide whether the variables (i.e., expression levels) should be transformed, rescaled, standardized, or normalized in some way. Note that definitions of these terms, especially standardized and normalized, are not universally agreed upon. The same term can be used for slightly or substantially different concepts (see below) in different software packages or by different authors. When using a new piece of software, it pays to read the fine print (if it exists). For most gene expression data, the first thing often done at this point is to log-transform the data. This is true both for fluorescent intensity ratios from cDNA arrays and for expression measures (e.g., average difference or signal) from Affymetrix oligonucleotide arrays. The reason is the same in both situations: fold-change differences in expression are of interest, rather than simple arithmetic differences. Generally, when looking at fold-change differences, statistical analyses are best done on data expressed on a log scale. Example 1 Suppose we have run a time-profile experiment with samples collected 0, 3, 6, and 9 hours after exposure to some stimulus. Samples were assayed using Affymetrix chips, which yielded the expression levels shown in Table 4.1 and Figure 4.1 for three genes, arbitrarily labeled A, B, and C. If we transform the expression levels to the log10 scale, we get the values shown in Table 4.2 and Figure 4.2. Note that Figures 4.1 and 4.2 provide rather different visual impressions of what is going on in these data.



TABLE 4.1 Mean Expression Levels for Three Genes in Example 1 Time from Exposure (hours) Gene
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TABLE 4.2 Mean log10 Expression Levels for Three Genes in Example 1 Time from Exposure (hours) 0
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4.2.2.2.1 Adjustments for Sample-to-Sample Variation Another thing the analyst might need to do is adjust for differences among samples that reflect sample-to-sample variation that is independent of the experimental treatments. This is an area in which considerable research is ongoing,4–7 but as yet no single best approach to the problem has been widely agreed upon. A few of the simpler approaches that have been used involve adjusting for differences in: •



•



•



Background levels of expression, as measured by negative controls. This adjustment is made by subtracting the background level for each sample from all other measurements on that sample. Levels of positive controls or housekeeping genes. Adjustment involves expressing all measurements as a multiple of the positive control if used with raw data, or as the difference from the positive control if used with log-transformed data. Overall levels due to different concentrations of bulk DNA or some other factor. Adjustment involves expressing all measurements as a multiple of (for raw data) or difference from (for log-transformed data) the overall mean, trimmed mean, or median for the sample.



Before making any of these adjustments, it is important to understand whether they should be used with raw or log-transformed data. Which sample-to-sample adjustments must be done depends on the type of experiment run and whether any adjustments have already been done by preliminary data processing software. © 2003 by CRC Press LLC



TABLE 4.3 Mean-Centered log10 Expression Levels for Three Genes in Example 1 Time from Exposure (hours) Gene
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Time (hrs) FIGURE 4.3 Mean-centered log10 expression level vs. time for genes A, B, and C in Example 1.



Some software packages (e.g., GeneSpring and Spotfire DecisionSite for Functional Genomics) refer to these types of adjustments as normalizations. Other packages (e.g., Eisen’s Cluster program) refer to such adjustments as centering the data. 4.2.2.2.2 Adjustments for Gene-to-Gene Variation The analyst may also want to adjust for differences among genes in their general level of expression. This approach is used when the only interest is in comparing the shapes of the gene profiles across the treatments, without taking into account differences among genes in expression levels. Some software packages (e.g., Genespring, Spotfire DecisionSite for Functional Genomics, Eisen’s Cluster program) provide options for these types of adjustments. Example 1 (cont.) Suppose we just want to compare the shapes of the profiles for the three genes. For each gene, if we subtract the average log10 expression level from the log10 expression level for each time point, we get the values shown in Table 4.3 and Figure 4.3. Figure 4.3 makes it clear just how similar the changes in expression over time were in genes A and C. 4.2.2.2.3 Standardizing the Variance One other adjustment the analyst may want to make is to standardize the variance. The reason is that variables or objects with large variances tend to have more effect on the resulting clusters than do those with small variances. The data may have to be transformed so that equal differences are of equal practical importance. This is especially true if variables are measured in different units. Fortunately, when working with gene chip data, all measurements are in the same units. For numeric variables, the most popular variance-equalizing transformation is to standardize each variable to © 2003 by CRC Press LLC



TABLE 4.4 Z-Score log10 Expression Levels for Three Genes in Example 1 Time from Exposure (hours) 0
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unit variance. Each variable is often standardized to a zero mean at the same time. This can be accomplished by creating a new variable Z = (x – m)/s (sometimes called a Z-score) from the original variable x, where m and s are the sample mean and sample standard deviation of x, respectively. This type of adjustment is called normalization in Eisen’s Cluster program and is included in Spotfire DecisionSite for Functional Genomics as a normalization option. Example 1 (cont.) Now we want to adjust the profiles of the three genes so that they have the same overall level of variability. For each gene we compute the Z-score for each log10 expression level and get the values shown in Table 4.4 and Figure 4.4. In Figure 4.4, the profiles for genes A and C are still very similar, but the changes in the profile for B are now more pronounced than they were in the previous plot of the mean-centered data (Figure 4.3). Standardization of the variances may not always be desired or needed. Standardized variances may have the disadvantage of overemphasizing genes that have minor changes in expression levels, thereby diluting differences among genes for the characteristics that are the best discriminators. In subsequent steps in the analysis, the choice of similarity measure (discussed later) may make prior variance standardization unnecessary, because some measures of similarity automatically adjust for difference in variances. Any nonlinear transformations of the variables, such as the Z-score transformation, may change the clustering and should be approached with caution.



4.2.3 MEASURES



OF



SIMILARITY



Once the data are filtered and adjusted, the next question to be answered in a cluster analysis is what measure will be used to quantify the similarity of any two objects. If all variables are numeric, the similarity of two objects is generally quantified using either a distance or a correlation. © 2003 by CRC Press LLC
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4.2.3.1 Distances Suppose each object to be clustered has measurements for d variables. Each object can be thought of as a point (or vector) in d-dimensional space. The similarity of two objects is then defined by how close they are in this space. The most commonly used distance measure is the Euclidean distance. Many people first learned about a simple version of Euclidean distance in high-school geometry when they were taught about the Pythagorean theorem. This theorem says that the length of the hypotenuse of a right triangle is the square root of the sum of the squared lengths of the other two sides. For example, suppose there are two points in a two-dimensional space, one at (6,4) and the other at (10,7). How far apart are they (Figure 4.5.)? In Figure 4.5, the bottom of the triangle is 10 – 6 = 4 units long, and the side of the triangle is 7 – 4 = 3 units long. So, the hypotenuse, which is the straight-line distance between the two points, is:



d = 4 2 + 32 = 5 The Euclidean distance is just the generalization of this approach for d-dimensions. The Euclidean distance between points x = (x1, x2, …, xd) and y = (y1, y2, …, yd) is therefore expressed as: d



∑(x − y ) j



2



j



.



j =1



Euclidean distances are always Š0. The more similar two objects are, the smaller will be the Euclidean distance between them. Another distance that is used occasionally is the “city block” or “Manhattan” distance. In the two-dimensional case, this is the distance you would have to travel over a rectangular grid (such as the streets and avenues of mid-town Manhattan) to get from one point to the other. In Figure 4.5, the Manhattan distance between (10,7) and (6,4) is 4 + 3 = 7. In the d-dimensional case, the city block distance has the form: d



∑x −y j



j =1
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j



.



The results of clustering using city block distances are usually similar to those for Euclidean distances. In this chapter, D(x, y) or 㛳x – y㛳 will be used to denote distance between objects x and y. 4.2.3.2 Correlations An alternative type of measure for quantifying similarity is a correlation coefficient. Several types of correlation coefficients are usually offered in the software packages developed specifically for expression profiling. The naming conventions for the different types of correlation coefficients are often not consistent across software packages. The most common types of correlation coefficients are described below. 4.2.3.2.1 Pearson’s Product Moment Correlation This is the standard correlation coefficient of statistics undergraduate textbooks. It ranges from 1, which indicates a perfect correlation between two objects, to –1 for two objects that are perfectly inversely correlated. A correlation coefficient of 0 indicates a complete lack of correlation between the objects. The formula for Pearson’s correlation coefficient between two objects X = {x1, x2, …, xd} and Y = {y1, y2, …, yd) is:



r=



1 d



d



⎛ xi − X ⎞ ⎛ Yi − Y ⎞ , σ x ⎟⎠ ⎜⎝ σ y ⎟⎠



∑ ⎜⎝ j =1



where X is the mean of the X values, and σx is the standard deviation. Expression profiles for two genes that have identical “shapes” across samples will have a Pearson correlation of 1. This is so even if the profiles have different overall magnitudes of variation, because Pearson’s correlation adjusts for differences in the variance. Therefore, when the clustering is based on Pearson’s correlation, the data do not have to be adjusted to standardize the variance prior to clustering. Pearson’s correlation is referred to as centered correlation in Eisen’s Cluster program and as correlation in the Spotfire DecisionSite for Functional Genomics package. 4.2.3.2.2 Absolute Correlation The absolute correlation is the absolute value of the correlation coefficient, and therefore ranges from 0 to 1. Objects with perfectly opposite profile shapes have an absolute correlation of 1, as do objects with identical profile shapes. Use absolute correlation to cluster genes with expression levels that go down when the expression levels of other genes go up. 4.2.3.2.3 Uncentered Correlation Uncentered correlation coefficients are similar to Pearson coefficients, except that terms in the numerator and denominator are not centered on their respective means. The formula for the uncentered coefficient is
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Two objects with identically shaped profiles that are offset relative to each other will have a Pearson coefficient of 1, but an uncentered correlation of less than 1. Uncentered correlation is called cosine correlation in the Spotfire DecisionSite for Functional Genomics package and standard correlation in Genespring. © 2003 by CRC Press LLC



TABLE 4.5 Euclidean Distance Matrix for log10 Expression Levels for Three Genes in Example 1 Gene



A



B



C



A B C



0 1.932 1.839



1.932 0 0.622



1.839 0.622 0



TABLE 4.6 Pearson’s Correlation Matrix for log10 Expression Levels for Three Genes in Example 1 Gene



A



A B C



0 –0.441 0.989



B –0.441 0 –0.357



C 0.989 –0.357 0



4.2.3.2.4 Spearman’s Rank Correlation Spearman’s rank correlation is a nonparametric counterpart to Pearson’s correlation coefficient. The formula is similar, except that the actual data values are replaced by the ranks of each object’s values. This has the effect of downweighting the influence of unusual or outlying values on the correlation. 4.2.3.3 Comparison of Similarity Measures The choice of similarity measure can have a substantial impact on the results of a cluster analysis. So which one should you use? The answer depends in part on what features of the data you consider important for assessing similarity. Examining similarity measures for the three genes in Example 1 may be enlightening. Example 1 (cont.) Let’s compare distances and correlations obtained from the expression data for three genes measured at four timepoints. We start by computing distances and correlations for the log10-transformed expression levels shown in Figure 4.2 (Tables 4.5 and 4.6). Euclidean distances based on the log10transformed expression levels indicate that genes B and C are much closer to each other than are genes A and B or genes A and C. However, if we use Pearson’s correlation to measure similarity, genes A and C are very similar (the correlation coefficient almost equals 1), genes A and B are negatively correlated, and genes B and C are negatively correlated. But, what if we compute the same measures for mean-centered log10 frequencies instead (Figure 4.3 and Tables 4.7 and 4.8)? The conclusions based on Euclidean distances for the mean-centered log10 frequencies (Table 4.7) are very different from the previous conclusions based on uncentered data (Table 4.5). Now genes A and C are closest to each other, and genes B and C are about as far apart from each other as are genes A and B. Notice that the Pearson’s correlations (Table 4.8) are unchanged from those computed earlier on uncentered data (Table 4.6). For the centered data, conclusions about similarities between genes are qualitatively the same whether Euclidean distance or Pearson correlations are used. © 2003 by CRC Press LLC



TABLE 4.7 Euclidean Distance Matrix for Mean-Centered log10 Expression Levels for Three Genes in Example 1 Gene



A
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A B C



0 0.558 0.108



0.558 0 0.621



0.108 0.621 0



TABLE 4.8 Pearson’s Correlation Matrix for Mean-Centered log10 Expression Levels for Three Genes in Example 1 Gene



A



B



C



A B C



0 –0.441 0.989



–0.441 0 –0.357



0.989 –0.357 0



The bottom line is that the different measures of similarity assess different aspects of the data. If your primary interest is in patterns in the direction of changes in expression levels, regardless of the magnitude of expression, then a correlation measure is apt to be most appropriate. If the magnitude of the changes or the expression level is important, a distance measure may be more appropriate. As you choose which measure to use, remember that some measures can be greatly affected by prior adjustments to the data. Massart and Kaufman1 offer the generalization that, “Distances detect differences best and correlations are often better to find similarities” (p. 28).



4.2.4 PRINCIPAL COMPONENT ANALYSIS Prior to applying any clustering method, some graphical representations of the data should be generated and examined. The types of graphs that are commonly used include histograms for single variables and scatterplots for pairs of variables. A useful technique for visualizing data in a cluster analysis application is principal component analysis (PCA). Classical principal component analysis is commonly employed to obtain a low-dimensional mapping of the data. Often, the data can be reduced from d-dimensions to a representation that in a small number of dimensions (e.g., four to six) manages to capture most of the variability in the original data. Scatterplots in these new dimensions often provide some insight into groupings inherent in the data; however, principal component analysis does not guarantee that the best variables for clustering will be identified. Principal component analysis is a technique that finds a rotation of the original variables about the center of the data such that the variances of the new variables are maximized. The new variables are all linear combinations of the original variables, constrained to each have unit length and represent jointly perpendicular directions. That is, suppose we have d variables, v1, v2, …, vd. Principal component analysis transforms these into a new set of d variables, pc1, pc2, …, pcd, with the following properties: •



Each pci is a linear combination of the original variables,



pci = ai1 (v1 − v1 ) + ai 2 (v2 − v2 ) + L + aid (vd − vd ) . © 2003 by CRC Press LLC



• • •



The sum of squares of the aij (j = 1 to d) is 1. The first transformed variable, pc1, has the greatest variance. The second transformed variable, pc2, is uncorrelated with pc1 and has the next greatest variance; this pattern repeats with pc3, then pc4, etc.



The derived variables pci are called principal components or principal component scores. The coefficients aij that define the new variables are called loadings. The principal components are sorted in decreasing order of the variance they account for. When the first few account for a large proportion of the variance in the original variables, they may be used as a low-dimensional summary of the original data. Let’s look at an example to see how graphics and principal component analysis can help us understand the structure of a real gene expression dataset. Example 2 An experiment was run to examine expression profiles in a viral G-protein system using Affymetrix GeneChips. Duplicate chips were run on samples collected 0, 0.5, 4, and 24 hours after cells in culture were exposed to the G protein. Filtering out genes that were absent on all eight arrays or had expression levels of less than 15 ppm on all eight arrays left 3044 genes. These were further subset, using analysis of variance (ANOVA) and a 2.5 fold-difference requirement, to 392 genes felt to be worthy of further consideration. The expression levels were log10 transformed, and the means were computed for each gene for each time point. Histograms and scatterplots of the mean log10-transformed expression levels are displayed in Figure 4.6. It is obvious from the scatterplots in Figure 4.6 that responses at 0 hour and 0.5 hour are highly correlated. A principal component analysis was performed on the log10-transformed expression levels. The loadings of principal components are presented in Table 4.9. The first two principal components can be expressed as:



PC1 = 0.519 ( x0 − x0 ) + 0.561( x0.5 − x0.5 ) + 0.511( x4 − x4 ) + 0.394 ( x24 − x24 ) PC2 = −0.501( x0 − x0 ) − 0.358 ( x0.5 − x0.5 ) + 0.362 ( x4 − x4 ) + 0.700 ( x24 − x24 ) . The four loadings for the first principal component are similar in magnitude and direction, indicating that this component essentially represents the overall or mean response. The second component loadings suggest that this component reflects the difference between the first two time points (i.e., 0 and 0.5 hours) and last two time points (i.e., 4 and 24 hours). In this example, the first two principal components account for 90% of the variance in the original data; therefore, these two new variables include much of the information contained in the dataset. The first two principal components, PC1 and PC2, are plotted in Figure 4.7 for the 392 genes. Figure 4.7 clearly shows two groupings, one lying above and the other lying below a horizontal line through PC2 = 0.



4.3 HIERARCHICAL METHODS 4.3.1 OVERVIEW 4.3.1.1 Goal of Hierarchical Methods In a hierarchical or nested clustering, the objects are grouped using a series of successive steps. The groupings are such that one cluster can be entirely contained within another cluster, but no other kind of overlap between clusters is permitted. There are two techniques for making the © 2003 by CRC Press LLC
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FIGURE 4.6 Scatterplot matrix and histograms of data for 392 genes in Example 2; separate histograms for each time point and scatterplots for each pairwise combination of time points.



TABLE 4.9 Principal Component Loadings for Data from Example 2 Hour



PC1



PC2



PC3



PC4



0



0.519



–0.501



0.175



0.671



0.5



0.561



–0.358



0.129
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0.511



0.362
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0.077
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0.394



0.700



0.593



0.063
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PC1 FIGURE 4.7 Scatterplot of principal component 1 vs. principal component 2 for the 392 genes in Example 2.



groupings: agglomerative methods and divisive methods. An agglomerative method proceeds by a series of successive fusions of objects, until at the final step all objects are in a single cluster. A divisive method operates in the opposite direction, by making a series of successive splits starting with the entire set of objects. Because divisive methods are computationally intensive and therefore far less popular, we will not discuss them any further. 4.3.1.2 Simple Example To get an idea of how an agglomerative clustering method works, let’s revisit Example 1, with data for two additional genes to make it more interesting. Example 1 (cont.) We will work with the mean-centered, log10-tranformed expression levels for the three original genes in this example, plus two new genes, D and E (Table 4.10 and Figure 4.8). For this example, we cluster using Euclidean distance as the similarity measure. The distances for the five genes are listed in Table 4.11 (only the top half of the similarity matrix is shown, as the matrix is symmetrical).
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Time (hrs) FIGURE 4.8 Mean-centered log10 expression level vs. time for genes A, B, C, D, and E in Example 1.
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TABLE 4.10 Mean-Centered log10 Expression Levels for Five Genes in Example 1 Time from Exposure (hours) Gene



0



3



6



9



A B C D E



–0.341 0.061 –0.423 0.388 –0.464



0.040 0.089 0.109 0.233 0.013



0.137 0.061 0.146 –0.010 0.013



0.165 –0.212 0.168 –0.612 0.439



TABLE 4.11 Euclidean Distance Matrix for Mean-Centered log10 Expression Levels (Each Gene in Example 1 in a Separate Cluster) Gene



A



B



C



D



E



A B C D E



— — — — —



0.558 — — — —



0.108 0.621 — — —



1.092 0.541 1.143 — —



0.326 0.841 0.319 1.371 —



TABLE 4.12 Euclidean Distance Matrix for Mean-Centered log10 Expression Levels for Four Clusters Gene



A+C



B



D



E



A+C B D E



— — — —



0.589 — — —



1.117 0.541 — —



0.322 0.841 1.371 —



The smallest distance is between genes A and C (0.108), so they form the first cluster. We join them and compute the distance from our new A + C cluster to each of the remaining genes. We can define the distance from the new cluster to each of the remaining genes in a number of ways. For this discussion, we will use the average of the distances of A and C to each gene. For example, the distance between A and D is 1.092, and the distance between C and D is 1.143, so the distance between A + C and D is (1.092 + 1.143)/2 = 1.117. We form a new similarity matrix with one less row and one less column that contains the updated distances (Table 4.12): We now repeat the process. The smallest distance in the new matrix is between A + C and E (0.322), so they form the new cluster at this step. The similarity matrix gets updated as before, yielding the matrix shown in Table 4.13. At the next iteration, B and D are combined and we recalculate the similarity matrix, obtaining the matrix shown in Table 4.14. We have finished our hierarchical, agglomerative clustering; now we need a way to display our results visually. © 2003 by CRC Press LLC



TABLE 4.13 Euclidean Distance Matrix for Mean-Centered log10 Expression Levels for Three Clusters Gene



A+C+E



B



D



A+C+E B D



— — —



0.715 — —



1.244 0.541 —



TABLE 4.14 Euclidean Distance Matrix for Mean-Centered log10 Expression Levels for Two Clusters Gene
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B+D



A+C+E B+D



— —



0.979 —
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Gene FIGURE 4.9 Dendrogram for genes A, B, C, D, and E in Example 1.



4.3.1.3 Dendrograms A hierarchical clustering sequence is often represented by a two-dimensional tree-like diagram known as a dendrogram. All individual objects are arranged at one side of the diagram. Each step of fusion is linked until a single cluster is formed at the other side of the diagram. Example 1 (cont.) The dendrogram in Figure 4.9 is a representation of the clustering results summarized in the similarity matrices presented in Tables 4.11 through 4.14. When looking at the dendrogram, it is important to remember that the left-to-right ordering of genes within a cluster is arbitrary. That is, rather than a left-to-right ordering of A C E B D, the ordering could be C A E B D, or even D B C A E. The clustering is defined by the connections between the objects, rather than the terminal ordering of the objects. © 2003 by CRC Press LLC



Because we arranged the dendrogram as an upside-down tree, it is easy to see why an agglomerative hierarchical method is sometimes called a bottom-up approach. It starts with each object at the bottom and works upward by successively joining a pair of groups. For hierarchies containing many objects, a horizontal rather than vertical arrangement of the dendrogram is often preferable. Many of the software packages that perform hierarchical clustering list the objects vertically along one side of the diagram or screen, rather than horizontally. In the dendrogram in Figure 4.9, the location of each fusion is plotted on a scale of distance between clusters (or individuals). An alternative scale that is often used is the squared multiple correlation, R2, which is the proportion of variance accounted for by the clusters. It can be calculated by the following formula: g



R2 = 1 −



∑∑



x k − xC j



j =1 k ∈C j n



∑ x −x



2



. 2



i



i =1



In some fields, such as numerical taxonomy, the main areas of inquiry concern the historical or evolutionary relationships of the objects. In such fields, the entire dendrogram is an output of primary interest. However, in other fields, including gene expression profiling, hierarchical clustering is used primarily to partition the objects into a manageable number of groups, and the complete dendrogram itself is of lesser interest. When the primary goal of the clustering is to partition the objects into groups, the dendrogram is used as an intermediate visual summarization. One reviews the dendrogram and works down the links, from the single cluster that contains all objects to the level at which the desired number of clusters are obtained. For the dendrogram in Figure 4.9, if you wanted to group the genes into two clusters, you would go from the top down to a distance of slightly less than 1. The two clusters would be A + C + E and B + D. If you wanted three clusters, you would go down a little further, to a distance of around 0.5, and get clusters A + C + E, B, and D. Rather than using a predefined number of clusters, one could group using a predefined distance or R2. A distance would be chosen that provides the desired degree of similarity among clustered objects. Alternatively, an R2 would be selected that indicates that the clustering “explains” the desired fraction of the total variability. The investigator wishing to have a solution with an “optimal” number of clusters will need to decide on a particular stage at which to stop. This is very similar to the case of determining the “best” number of clusters with optimization methods and is discussed in Section 4.4.1.



4.3.2 AGGLOMERATIVE METHODS As we have seen, an agglomerative hierarchical clustering procedure produces a series of partitions of the data. The initial partition consists of n single-member clusters. Then, two closest clusters are merged iteratively until a single cluster containing all n objects is left. Fusions made at each step are irrevocable. When an agglomerative algorithm has joined two individuals, they cannot subsequently be separated. At the beginning of the algorithm, there are n single-member clusters, and R2 = 1. At the end, one cluster includes all individuals, and R2 = 0. Differences between agglomerative methods arise because of the different ways of defining distance between an individual object and a group containing several objects, or between two groups of objects.
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FIGURE 4.10 Single linkage distance between two clusters.



FIGURE 4.11 Chaining of two clusters.



4.3.2.1 Types of Hierarchical Methods 4.3.2.1.1 Single-Linkage Clustering One of the simplest agglomerative hierarchical clustering methods is single linkage, also known as the nearest neighbor technique. It defines the distance between two clusters as the minimum distance between an object in one cluster and an object in the other cluster. Figure 4.10 shows an example of the single-linkage distance between two clusters. When a small number of objects lies between two relatively distinct clusters, a phenomenon known as chaining may cause single-linkage clustering (also median clustering) to fail to resolve the two clusters. The objects shown in Figure 4.11 would fail to resolve into two clusters using single-linkage clustering. Flynn8 indicates that single-linkage clustering is particularly good for identifying “outliers” — those genes that have unusual profiles. 4.3.2.1.2 Complete-Linkage Clustering The complete-linkage or furthest neighbor clustering is the opposite of single linkage. Its distance between two groups is the maximum distance between an object in one cluster and an object in the other cluster. Figure 4.12 shows an example of the complete linkage distance between two clusters. Complete linkage tends to produce clusters with roughly equal diameters and is also very sensitive to even moderate outliers.9
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FIGURE 4.12 Complete linkage distance between two clusters.



FIGURE 4.13 Components of average linkage distance between two clusters.



4.3.2.1.3 Average-Linkage Clustering In average-linkage clustering, the distance between two clusters is defined as the average of the distances between all pairs of objects in which one of the pair is in one cluster, and the other of the pair is in the other cluster. An example showing the components of the average-linkage distance between two clusters in shown in Figure 4.13. Two types of average-linkage clustering are available: UPGMA (unweighted pair-group method with arithmetic mean) and WPGMA (weighted pair-group method with arithmetic mean). They differ in how they account for differences between clusters in the number of elements. WPGMA is the more commonly used variant. Average linkage tends to produce clusters with similar variances, and to join clusters with small variances.9 4.3.2.1.4 Centroid Clustering With this method, groups once formed are represented by their mean values for each variable — that is, their centroids. The distance between two clusters is defined as the distance between their centroids. An example of the centroid distance between two clusters is shown in Figure 4.14. The centroid method is more robust to outliers than many other hierarchical methods.9 4.3.2.1.5 Ward’s Method The methods discussed so far are all based on joining items with the smallest distance between them. Ward’s method is based on a different approach. In this method, at each step one considers all the clusters that might be formed from pairs of the existing clusters. The cluster with the lowest © 2003 by CRC Press LLC



FIGURE 4.14 Centroid linkage distance between two clusters.



increase in heterogeneity is retained for the next step. Heterogeneity is measured using the sum of the squared distances between each item in the cluster and the centroid of the cluster. Minimizing the increase in heterogeneity is equivalent to minimizing the loss of information associated with forming the new cluster. For cluster Yi we define its information loss as:



∑ x−y



i



2



,



x ∈Yi



where yi is the mean vector of cluster Yi. Ward’s method seeks to merge two clusters at each step such that the minimum increase in information loss is achieved. Suppose Yi and Yj are two clusters, and yi and yj are their mean vectors, respectively. Ward’s method is the same as defining distance: 2



yi − y j D Yi , Yj = , 1 1 + ni n j



(



)



where ni and nj are the numbers of objects in Yi and Yj, respectively. Ward’s method tends to produce clusters with roughly the same number of objects and is very sensitive to outliers.9 4.3.2.1.6 Two-Stage Density Linkage Density linkage refers to a class of clustering methods based on nonparametric probability density estimates. In these methods, a dissimilarity measure, d*, is computed between all pairs of objects that are considered adjacent by some criteria. The measure d* is based on a particular class of density estimates. The d *s are then clustered using single linkage. Two-stage density linkage is a modification of this approach. The modification ensures that all objects are assigned to clusters with at least m members, where the user specifies m. Density linkage and two-stage density linkage are similar to single linkage in that they can detect elongated or irregular clusters but perform better than single linkage with compact clusters.9 4.3.2.2 Comparisons of Procedures So, which procedure should you use? The answer depends in part on what you are trying to achieve in the clustering. As noted previously, if you are trying to identify genes that behave unusually, single-linkage clustering may work best. If you are trying to find the most “logical” clusters, Massart © 2003 by CRC Press LLC



and Kaufman1 report that average linkage or Ward’s method typically yield the best results. However, for any particular dataset, it is worth trying several methods and then examining the results to determine which method provides the most logical, informative clusters. Example 2 (cont.) To get a sense for how the choice of methods affects the results of a cluster analysis, we clustered the 392 genes from the study described above in Example 2 based on log10-transformed expression levels, with the four time points as our variables. A dendrogram showing the results of clustering the 392 genes using Ward’s method is shown in Figure 4.15. Note that the tree is horizontal, with the 392 genes on the right side, and that the scale for this dendrogram is in units of R2, which is the proportion of the total variance. How sensible is this clustering? Suppose we define clusters based on a cut at R2 = 0.385; that is, we have two clusters that account for 38.5% of the variance. Now consider the scatterplot of the first two principal components, with the cluster assignment identified for each of the 392 genes, as shown in Figure 4.16. Profile plots of log10-transformed expression levels vs. time for each of the genes in clusters 1 and 2 provide an alternative visualization of the clustering results (Figure 4.17). Using Ward’s method, cluster 1 includes genes with low overall responses (i.e., low values of PC1), and cluster 2 includes genes with high overall responses. But, is this of interest? Are these the two clusters we would define “by eye” in the original scatterplot of the first two principal components (Figure 4.7)? In that original scatterplot, note that the shape of the two clusters is almost elliptical. Hierarchical clustering using two-stage density linkage is able to identify elongated or irregular clusters, and we get the results displayed in the Figure 4.18. Profile plots for the two clusters defined using twostage density linkage are shown in Figure 4.19. Using two-stage density linkage, cluster 1 represents genes whose responses decrease over time (i.e., PC2 less than 0), and cluster 2 represents genes whose responses increase over time. This seems to be a more satisfying and informative clustering of the data than the clustering obtained using Ward’s method.



4.4 OPTIMIZATION METHODS The basic idea of optimization techniques is to define an index for partitioning a collection of objects into a fixed number of clusters. The value of the index is indicative of the quality of a particular clustering. Associating a number with each partition enables us to compare any two partitions. It quantifies the preferability of one partition over another partition. Once a quality index has been selected, we need to find a partition that achieves an optimal value of the index. It may sound simple in theory because we have only a finite number of objects and a fixed number of clusters. But, as the number of objects grows, the number of possible partitions increases rapidly. The number of distinct partitions is more than 2 million with 15 objects and 3 clusters, more than 45 trillion with 20 objects and 4 clusters, and about 1068 with 100 objects and 5 clusters. The very large number of possible partitions makes it prohibitive to perform a thorough search for the optimal value of the index, even with the help of rapid advancements in computer technology. Therefore, consideration needs to be given to how to choose a partition that leads to optimization. The solution is found in the technique of local optimization. The basic idea is to define a neighborhood for each partition. Beginning with an initial partition, search its neighborhood and move from the present partition to a new partition in the neighborhood for which the quality index is optimal. This enables us to limit the scope of search. If the neighborhood is still too large to search thoroughly, pick the first partition discovered that can improve the quality index from its present value. The search is repeated until moving to a new neighboring partition can no longer © 2003 by CRC Press LLC
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FIGURE 4.15 Dendrogram of the 392 genes in Example 2, based on Ward’s method.
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PC1 FIGURE 4.16 Scatterplot of the first two principal components for the 392 genes in Example 2, after defining two clusters based on hierarchical clustering using Ward’s method. Plotting symbols identify cluster assignments.
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FIGURE 4.17 Profile plots for the genes in the two clusters defined based on hierarchical clustering of the 392 genes in Example 2 using Ward’s method. Each profile plot shows the log10 expression level vs. time for each gene in the cluster.



improve the quality index. Of the many different ways to define a meaningful index function, one that is commonly used in gene expression work is the well-known k-means clustering.



4.4.1 k-MEANS CLUSTERING Suppose each object in a given dataset is characterized by a d-dimensional vector. Let us consider the problem of partitioning n objects into g clusters, where g is predefined. We define an index function of any partition in terms of distances in d-dimensional space. First we use Euclidean distance to describe this index function. We know that the distance between two points x(1) and x(2) in d-dimensional space is:



D ( x (1), x (2)) =



d



∑ ( x (1) − x (2)) j



j =1
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PC1 FIGURE 4.18 Scatterplot of the first two principal components for the 392 genes in Example 2, after defining two clusters based on hierarchical clustering using two-stage density linkage. Plotting symbols identify cluster assignments. 1
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FIGURE 4.19 Profile plots for the genes in the two clusters defined based on hierarchical clustering of the 392 genes in Example 2 using two-stage density linkage. Each profile plot shows the log10 expression level vs. time for each gene in the cluster.



For a cluster Y in the partition, we define its mean y such that its jth variable is the average of the jth variable of all objects in the cluster. The reason we have chosen the means of variables to represent a cluster is that such a point minimizes the sum of Euclidean distances to all objects in the cluster. We define the distance from object x to cluster Y as the distance from x to the mean of Y: d



∑(x − y )



D ( x, Y ) = D ( x, y) =



j



j



2



.



j =1



For each object x, denote y(x) = (y1(x), …, yd(x)) as the mean of the cluster to which x belongs. Now, we are ready to define an index function — the error of a partition of n objects X into g clusters Y: n



error (X, Y) =



∑ D ( x (i), y ( x (i))) . 2



i =1
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The general procedure is to search for a partition that reduces the error function by moving objects from one cluster to another. Note that the error function is defined through the sum of squared Euclidean distances from the cluster mean y, which minimizes the sum of squared Euclidean distances to all objects in the cluster and so minimizes the error function. The k-means algorithm starts with g initial clusters, possibly randomly defined, and then moves objects between those clusters with the goal to (1) minimize variability within clusters, and (2) maximize variability between clusters. The algorithm has the following steps. 1. Define initial clusters y(1), …, y(g). Compute the cluster means and the initial error. 2. For each object x, compute for every cluster y the change in error in switching x from y(x), the cluster to which it currently belongs, to y. If the error decreases in one or more clusters, transfer x to the cluster where the minimum error is attained. 3. Repeat step 2 until no object is transferred. A different technique implemented by the SAS FASTCLUS procedure10 is called nearest centroid sorting, and it works as follows. 1. A set of points called cluster seeds is selected as a first guess of the means of the clusters. The seeds may be selected from the data. Either the number of clusters or the minimum distance between clusters can be specified in the selection. 2. Temporary clusters are formed by assigning each object to the nearest seed, with an option of updating the cluster seed by the current mean of the cluster. 3. If iterations are to be used for recomputing cluster seeds, clusters are formed by assigning each object to the nearest seed, as shown in Figure 4.20. After all objects are assigned, the cluster seeds are replaced by the cluster means. This step is repeated until the changes in the cluster seeds become small or zero, or the number of iterations exceeds a prespecified limit. 4. Final clusters are formed by assigning each object to the nearest seed. The SAS FASTCLUS procedure is intended for use with large datasets, with 100 or more objects. With small datasets, the results may be highly sensitive to the order of the objects in the dataset. Some software applications, including Spotfire DecisionSite for Functional Genomics, offer a wide selection of initialization options, including random assignment, user-defined centroids, and data-based methods. Other software packages, including Eisen’s Cluster program, do not offer the user any choice of initialization options. Documentation for some software does not clearly indicate how the initial clusters are defined.
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FIGURE 4.20 Updating cluster seeds with cluster means in k-means clustering. © 2003 by CRC Press LLC
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Number of Clusters FIGURE 4.21 Pseudo F vs. number of clusters, defined using k-means clustering for Example 2.



Cluster analysis using any optimization method requires the number of clusters in a dataset to be preselected, but the analyst generally does not know a priori what the best number of clusters is. A variety of methods have been suggested to guess or estimate the best number of clusters in a dataset. Some of the solutions are relatively informal and involve defining a clustering criterion and inspecting its values computed over a range of numbers of clusters. Local peaks are usually taken as suggestive of a particular number of groups. Such criteria generated by SAS include the pseudo F and the cubic clustering criterion (CCC).10 CCC values are not valid with correlated variables. Other criteria described in the gene expression literature include the Gap statistic,11 the figure of merit (FOM),12 and the Bayes information criterion (BIC) for model-based clustering.13 Most of the software packages that focus on analysis of gene expression data currently do not compute any clustering criteria to permit quantitative comparison of clustering results. As yet, no solution to the problem of defining the optimum number of clusters has emerged that is completely satisfactory for gene expression data. However, for illustrative purposes we will look at the behavior of the pseudo F criterion. Example 2 (cont.) Let’s look at using k-means to cluster the 392 genes in our G-protein example. Because responses at 0 hour and 0.5 hour are correlated, we cannot trust the CCC values we get from PROC FASTCLUS in SAS. We ran the k-means analysis 9 times, with the number of clusters ranging from 2 to 10. The values of pseudo F are plotted in Figure 4.21. Local peaks of pseudo F occur at 2, 4, and 9. They are plausible stopping points for the number of clusters. When the number of clusters is two, the two clusters generally represent genes with high and low overall responses, which can be seen from the scatterplot of PC1 and PC2 in Figure 4.22 and the profile plots in Figure 4.23. The scatterplot and profile plots for four clusters are shown in Figures 4.24 and 4.25, respectively. With k = 4, k-means clustering is able to begin to distinguish between different profile shapes over time. An appreciable amount of heterogeneity can still be seen in the profiles in some clusters. Table 4.15 provides a rough description of the clusters. For k = 9 clusters, Figure 4.26 shows the scatterplot of PC1 and PC2, and corresponding profile plots are shown in Figure 4.27. These clusters provide clear distinctions between shapes of expression profiles over time, as well as the general level of expression. We can see from the scatterplots of principal components for this example that the clusters identified by k-means clustering are roughly spherical. Based on simulation studies, k-means © 2003 by CRC Press LLC
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PC1 FIGURE 4.22 Scatterplot of the first two principal components for the 392 genes in Example 2, after defining two clusters based on k-means clustering. Plotting symbols identify cluster assignments. 1
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FIGURE 4.23 Profile plots for the 392 genes in Example 2 after defining two clusters using k-means clustering. Each profile plot shows the log10 expression level vs. time for each gene in the cluster. 3 2
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PC1 FIGURE 4.24 Scatterplot of the first two principal components for the 392 genes in Example 2, after defining four clusters based on k-means clustering. Plotting symbols identify cluster assignments. © 2003 by CRC Press LLC
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FIGURE 4.25 Profile plots for the 392 genes in Example 2 after defining four clusters using k-means clustering. Each profile plot shows the log10 expression level vs. time for each gene in the cluster.



TABLE 4.15 Descriptions of Four Clusters Generated Using k-Means Clustering on Data from Example 2 Cluster



Overall Expression Level



Change over Time



1



High



No change



2



Low



No change



3



Low to average



Increase



4



Low to average



Decrease



clustering usually works correctly when clusters are approximately spherical but fails when clusters are highly elongated or irregular.



4.5 SELF-ORGANIZING MAPS The use of self-organizing map (SOM) methodology as a clustering device for gene expression data was first described by Tamayo et al.14 An SOM is a tool to visualize large datasets in a highdimensional space Rd by a grid in a two-dimensional space (i.e., a plane). The type of grid can be either rectangular (Figure 4.28) or hexagonal (Figure 4.29). © 2003 by CRC Press LLC
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PC1 FIGURE 4.26 Scatterplot of the first two principal components for the 392 genes in Example 2, after defining nine clusters based on k-means clustering. Plotting symbols identify cluster assignments. 1
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FIGURE 4.27 Profile plots for the 392 genes in Example 2 after defining nine clusters using k-means clustering. Each profile plot shows the log10 expression level versus time for each gene in the cluster.



The points in the grid are called nodes. Each node ri is associated with a reference point mi in Rd, which in turn represents some cluster in the data. The SOM approach attempts to use the topographical layout of the grid to organize the clusters in the data (Figure 4.30). It is hoped that the proximity in nodes reflects the proximity of reference points, hence the proximity of clusters. © 2003 by CRC Press LLC
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FIGURE 4.28 A 3-by-4 rectangular grid for an SOM.
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FIGURE 4.29 A 3-by-4 hexagonal grid for an SOM. m2
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FIGURE 4.30 Assignments of reference points mi to grid nodes ri in a 2-by-3 SOM. (Adapted from Tamayo, P. et al., Proc. Natl. Acad. Sci. USA, 96, 2907, 1999. With permission.)



To begin generating an SOM, a configuration for the grid is selected. An initial reference point mi(0) is assigned at random to each node ri. During the self-organizing process, the reference points are updated iteratively. At iteration t, a point x(t) in the data is selected. The best matching reference point mc(t) is found such that the distance from observation x(t) to the reference point mc(t) minimizes the distance from the observation x(t) to all reference points. Then, reference points are updated from mi(t) to mi(t + 1) by:



(



)



mi (t + 1) = mi (t ) + h d (ri , rc ), t ⋅ ( x (t ) − mi (t )) , where h(d(ri, rc), t) is the so-called neighborhood kernel. The right-hand side of the formula moves a reference point mi(t) toward an observation x(t) by some ratio h. Some special cases are (1) if the ratio equals 0, mi(t) does not move; (2) if the ratio equals 1, mi(t) moves to x(t); and (3) if the ratio equals 0.5, mi(t) moves to the midpoint between mi(t) and x(t) (Figure 4.31). © 2003 by CRC Press LLC
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FIGURE 4.31 Updated positions for reference point mi(t) based on different neighborhood kernel values.



Different choices exist for the neighborhood kernel. The kernel usually decreases and tends to 0 when the distance between the two nodes rc and ri increases, or when the iteration index t increases. Therefore, the ratio by which a reference point mi(t) moves toward the observation x(t) selected at each iteration depends on the distance between the node ri associated with mi(t) and the node rc that best represents x(t); the larger the distance, the smaller the ratio. The updating process is performed for each observation in a randomly ordered sequence. If the number of observations in the data is not large enough, the sequence will be repeated. An alternative to recycling of data is to pick an observation at random from the dataset at each iteration. Using the SOM approach requires choosing both the number of nodes and their geometric configuration. At this time, no quantitative criteria or rules are in use to help guide this process in gene expression applications. In practice, analysts that routinely use SOM initially generate an SOM for a configuration that has worked well in the past. They then modify either the number of nodes or the shape until they obtain an SOM in which most, if not all, clusters contain multiple objects, and the objects within each cluster appear relatively homogeneous in a visual display of the SOM. Example 2 (cont.) We now apply the SOM methodology to the log10-transformed frequencies of Example 2, the 392gene, G-protein dataset, with a configuration of four rows and three columns. The response profiles for the genes in each cluster are displayed in Figure 4.32. We can see that genes with high overall response levels are at the top of the grid, those with low overall response levels at the bottom, those with increasing response at the left, and those with decreasing response at the right.



4.6 SUMMARY For toxicogenomic applications, cluster analysis is an exploratory tool, useful for discovering groupings of genes or groupings of samples that provide insights into underlying biological processes. Cluster analysis methods, also known as unsupervised learning methods, create groupings based only on the data. They are distinct from class prediction, or supervised learning, methods, which seek to create prediction rules using classification information available a priori for a set of samples. The data analyst performing a cluster analysis is required to make a series of decisions about: • • • •



Which method to use (e.g., hierarchical, k-means, SOM) The type of similarity measure to use (e.g., distance or correlation) Particular technical details, such as which linkage algorithm to use The number of clusters to generate



In this chapter, we have provided some insights on characteristics of the different methods, similarity measures, and technical nuances. Unfortunately, no generally accepted rules or quantitative measures exist that will always guide the analyst to select the optimal choices for the series of decisions that must be made. Therefore, the analyst usually needs to iterate through various combinations of methods and settings, examining the output for each iteration and looking for consistent, sensible © 2003 by CRC Press LLC



FIGURE 4.32 Cluster assignments from a 3-by-4 SOM run on log10 expression levels for the 392 genes in Example 2.
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5.1 INTRODUCTION Toxicogenomics can be described as a marriage of classical toxicology assays and the new discipline of expression profiling – a union between the treatment of laboratory animals and the attempt to extract meaning from thousands of colored spots on a DNA chip. While not founded on a necessarily apparent relationship, one powerful element drives these two disciplines together: the necessity to speed up risk assessment for new chemical entities (NCEs). Classical toxicity testing is a major bottleneck in the drug development process, and this situation has been exacerbated with the advent of combinatorial libraries, high-throughput screening robots, and the exponential increase in potential drug targets triggered by genomics testing at the stages of early drug development. The net effect of these advances has been the identification of an unprecedented number of potential drug candidates. Because later stages of development can cope with only a limited number of compounds, increased input (from the early discovery end) does not, by default, result in a higher number of successful candidates, thus it is crucial to identify the most promising ones early on.1
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Although many companies have implemented high-throughput screening procedures for selecting NCEs on the basis of their pharmacological efficacy and ADME characteristics (i.e., absorption, distribution, metabolism, and excretion properties of a compound), tools for the rapid analysis or prediction of adverse effects of NCEs are lagging behind. Undesired toxicity continues to account for about one third of compound failures during the developmental process.2 Because classical toxicological testing3 is too time consuming to meet the requirements of early stages of drug development, alternative strategies are needed. Several mechanism-based, short-term in vitro assays for genotoxicity, metabolism, and drug–drug interactions are available. In addition, computational or in silico toxicology methods are also used to predict (quantitative) structure–activity relationships (QSARs). Expert systems such as DEREK operate on the basis of rules established by experts in the field, whereas statistical approaches such as TOPKAT require the input of experimental data obtained with training sets of compounds. MULTICASE, another commercially available software that is widely used, combines a QSAR portion with an artificial expert system. These approaches have been shown to be highly predictive for toxicological endpoints with well-defined mechanisms of toxicity (e.g., genotoxicity), but because the availability of large training sets is crucial for their performance, their range of applications has been limited.2,4,5 Further progress in this area is still hampered by the lack of highquality toxicological data.6 Because of the propagation of transcription profiling techniques over the last few years, toxicogenomics is attracting increasing attention as a possible alternative for early screening.2,7–32 Toxicogenomics is based upon the fact that most, if not all, toxicologically relevant outcomes are preceded by changes in gene expression (see Figure 5.1). The concept of applying expression profiling to the field of toxicology has several important implications. First of all, the amount of time and resources required for the toxicological analysis of a compound can in theory be drastically reduced. As a particularly striking example, a standard rodent cancer bioassay includes the analysis of over 1000 animals, costs millions of dollars, and takes almost 4 years.28 This long time is necessary because tumorigenesis is a slow process, and it may take years before the classical toxicological endpoint (development of a detectable tumor) is reached. However, tumorigenic compounds may exert their effects much earlier upon entering their target cells. If their early effects are preceded or accompanied by characteristic and reproducible alterations in gene expression profiles over this much shorter period, it is theoretically possible that characteristic changes in RNA transcript levels could be observed within a few hours, days, or weeks of exposure to a tumorigenic compound. Another important benefit arises from the fact that toxicogenomic studies are performed at the molecular level. Assessing the transcript levels of several hundreds to thousands of genes, these studies analyze how compounds interfere with or affect the molecular machinery of their target
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Toxicologically relevant outcomes are preceded by changes in gene expression.
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cells; therefore, toxicogenomic data may hold additional insights into cellular mechanisms of toxicity beyond those derived from classical toxicological analyses based on whole organ pathology or survival endpoints. Molecular profiling of toxicants may enhance our basic understanding of some of the major issues in risk assessment (e.g., species differences; see Chapter 15) and may eventually reveal new ways to overcome these hurdles. The generation and collection of data are only part of the exercise, but it is becoming more apparent that understanding the toxicological meaning of particular changes in a gene expression profile is an even greater challenge. In order to learn the language of the transcriptome, researchers are currently trying to unravel the relevant correlations between changes in the transcription patterns of target organs and the respective toxicological endpoints that are preceded (and therefore, may be predicted) by these changes. In order to find such correlations, suitable model systems (e.g., rat liver, hepatocytes) have been challenged with a number of reference compounds eliciting welldefined toxicological endpoints. In the few pioneering studies of this kind published to date, gene sets were identified that displayed characteristic changes in correlation with the endpoints examined, providing an initial proof of principle regarding the concept of toxicogenomics.33–37 The goal of this chapter is to provide the reader a cursory introduction to several fundamental aspects of toxicogenomic analysis; many of the topics highlighted in this chapter are covered in greater detail in subsequent sections. After reviewing important aspects concerning the various transcription profiling methods available and the model systems used, different methods of data analysis are highlighted. Finally, the distinguishing features of predictive vs. mechanistic approaches are described. In the last part of this chapter, we provide our own company’s approach to highthroughput toxicogenomic analysis. This chapter is therefore intended to serve as a bridge between general aspects of expression profiling analysis and the recent applications of expression profiling to problems in toxicology. More in-depth discussions of mechanistic and predictive toxicogenomic studies and issues are covered in detail in the remaining sections of this book.



5.2 TRANSCRIPTION PROFILING METHODS IN TOXICOLOGY Transcript levels can be analyzed by a broad range of methods, including common techniques such as Northern hybridization and quantitative reverse transcriptase–polymerase chain reaction (RTPCR). Both methods, however, are applicable for the analysis of a small number of candidate genes only. An additional drawback with Northern hybridizations is their relative insensitivity, which limits their use in expression analysis as the majority of mRNAs in a cell are of low abundance.38 In the case of rare transcripts or if the amount of starting RNA is limited, it is more suitable to apply quantitative real-time PCR (QRT-PCR) for differential gene expression analysis. This technology is especially useful when a small number of genes are monitored for a large number of samples. A better fit for the specific needs in the exploratory field of toxicogenomics, however, can be found in the methods for transcriptional profiling which allow for the simultaneous analysis of thousands of genes, thus providing the researcher with a much broader view of the transcriptome. In general, transcription profiling technologies can be classified into closed and open systems (see Figure 5.2).



5.2.1 CLOSED SYSTEM APPROACHES The most important closed system used today are DNA microarrays (or DNA chips), which permit the analysis of transcript levels for the set of genes displayed on their surface.25,39,40 (A number of reviews focusing on different aspects of microarray technology are compiled at http://www.nature.com/ng/chips_interstitial.html.) Different formats of microarrays are in use, either carrying cDNA fragments or oligodeoxynucleotides (see Chapters 1 and 2). Broadly built toxicogenomic studies usually include a number of test compounds, multiple dosages, and treatment periods, as well as replicate experiments. This makes it necessary to use transcription profiling methods with suitable throughput in order to cope with these larger sample numbers. DNA microarrays, being © 2003 by CRC Press LLC
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FIGURE 5.2 Overview of transcription profiling technologies. Advantages and disadvantages of different types of transcription profiling methods are depicted. The darker the column displayed by a certain technology type in a certain field (sensitivity, throughput, gene discovery, or digital information), the better its performance with respect to the specific gene expression feature.
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superior to all open systems with respect to throughput, have therefore become the first choice for this kind of study (for references, see Chapter 10). Frequently, microarray data are confirmed using quantitative or semiquantitative RT-PCR and/or Northern blotting for a limited number of genes. Because the amount of information one can derive from a microarray experiment depends on the level of genome characterization and annotation of the organism investigated, at present not all toxicologically relevant organisms can be studied equally well with microarrays. Databases for toxicologically important species such as dogs and monkeys are sparse to nonexistent,41 thus limiting the use of microarray experiments for their analysis. Therefore, the main focus of microarray-based experiments in the field of toxicogenomics has inevitably been on human, mouse, and rat to date. Microarrays used in toxicogenomic studies vary widely in composition and the number of genes they display, ranging from 43 to 44,000 genes (see Chapter 10, Tables 10.1 to 10.3). While more does not necessarily imply better, the relevance of the data for a particular study depends on the composition of the selected gene set. There has been a trend toward using toxicology-focused arrays that display genes selected for their known or suspected involvement in cellular responses to toxic insults.28,33–36 However, at the dawning of this novel discipline, our knowledge about toxicologically relevant gene regulation is still very limited. Thus, it has become a fruitful strategy to include open methods in these studies in order to discover novel toxicologically relevant genes that may represent important pieces in the complex puzzle that toxicogenomicists are just starting to assemble.



5.2.2 OPEN SYSTEM APPROACHES Open systems such as differential display technologies,42 subtractive hybridization-based methods,43 and the tag-sequencing methods MPSS™ (massively parallel signature sequencing)44 and SAGE (serial analysis of gene expression)45 are designed to circumvent the limitations of a preselected gene set and allow, in principle, for the analysis of the entire transcriptome. The various versions of the differential display method (Figure 5.2) have a common principle, which is the conversion of sample mRNA populations into representative cDNA fragments. Subpopulations containing a manageable number of fragments are size separated by electrophoresis and visualized by different DNA staining or labeling methods. Genes that are differentially expressed between treated and control samples can be identified through comparison of the signal intensities of the corresponding cDNA fragments. In most versions of differential display, cDNAs are subsequently identified by excision, cloning, and sequencing of the respective bands. Although differential display is probably the most popular of all open approaches used today in the field of toxicogenomics (see Chapter 10, Table 10.4), several versions of this method have the disadvantage of yielding high rates of false positives, sometimes as high as 93%.46,47 Similar problems arise with subtractive hybridization technologies, which involve hybridization of mRNA/cDNA from one population (tester) to excess mRNA/cDNA from another (driver). The unhybridized tester fraction containing the differentially expressed genes is then separated from the hybridized common sequences either physically or chemically or by selective PCR techniques. Typically, these procedures provide high numbers of potentially regulated clones. However, in order to identify the true positives it is often necessary to include secondary screening steps,29 which render these technologies labor intensive and time consuming. Therefore, microarrays have also been propagated as a screening tool for identifiying truly regulated clones derived from such open transcription profiling studies.48 Finally, enhanced derivatives of differential display have been developed (e.g., Axaron’s Restriction-Mediated Differential Display [RMDD]) that have reduced the number of false positives to a negligible level. The major distinction of tag-sequencing methods from all other transcription profiling techniques is their ability to measure absolute transcript levels. In analogy to most other transcription profiling methods, both SAGE and MPSS™ start with the conversion of mRNA into cDNA. In order to identify and count the transcripts present in an mRNA sample, a small sequence stretch of each cDNA molecule (referred to as “SAGE tag” or “MPSS signature”) is determined. For © 2003 by CRC Press LLC



SAGE-analyses, this is done by conventional sequencing of polymerized tags in a serial process. With MPSS™, up to 1 million signatures are obtained in parallel by cloning and sequencing of the cDNA molecules fixed to microbeads, providing an in-depth view of the transcriptome.44 Our currently limited knowledge about toxicologically relevant genes may, to some extent, be compensated by open methods.29 Because they are not restricted to any preselected gene set, open transcription profiling technologies can generate very valuable data with respect to mechanistic studies on toxicity. They can serve as starting points for the building and verification of novel hypotheses on the mode of toxicity of a certain compound or compound class. However, because all of these technologies are substantially more laborious than the microarray system, open methods are not well suited to the population of large toxicogenomic reference databases,29,30,49–52 and their application has been restricted to analyses of a single or very few compounds. Most toxicogenomic studies involving open approaches have been performed using differential display or subtractive hybridization technologies, while only a few tag-sequencing expression analyses have been published (see Chapter 10). Novel genes identified with these methods are potentially relevant marker genes and may be transferred onto a microarray in order to create a tool for higher throughput analysis. This strategy has successfully been employed by our group at Axaron to identify predictive expression patterns for specific classes of rodent tumor promoters. Potential marker genes identified by applying MPSS™ and RMDD to selected samples are subsequently included into the gene set of our toxicology-focused TOXaminer™ microarray, which is routinely used for the analysis of all samples in our studies.



5.3 MODEL SYSTEMS FOR TOXICOGENOMIC ANALYSES Basically, the same model systems that are used in classical toxicological studies can be used for toxicogenomic analyses. While the ultimate goal of toxicogenomics (and for toxicology in general) is to increase product safety for humans, the majority of studies are currently performed in rodents, despite the fact that the human predictability of standard rodent tests shows an overall concordance of only 45%.2 The two main model systems in toxicogenomic studies are rat liver changes assessed in vivo and primary rat hepatocytes cultured in vitro. Both of these model systems, along with others, are briefly summarized later. Detailed characterization of the utility of these model systems in expression profiling studies is provided in Chapters 6 and 7.



5.3.1 In Vivo SYSTEMS Most toxicogenomic analyses to date have been focused on rodent liver, the main target organ for toxic insults of vertebrates. The fact that effects of toxicants on rodent liver physiology have been studied extensively and an enormous amount of relevant toxicological data has been published is a great advantage for the evaluation of toxicogenomic studies. In order to elicit a specific endpoint and to identify related surrogate markers, appropriate reference compounds, application routes, and dosing regimens have to be chosen. To a large extent, data concerning the effects of toxicants on rodent liver is available in the literature and can be used for study design. In vivo exposures are broadly applied to test for liver toxicity and are widely used in toxicogenomic studies (see Chapter 10, Tables 10.1 to 10.4). For the analysis of most tissue samples, it should be kept in mind that the cellular complexity of tissues has an impact on the result of the transcription analysis, because expression changes in target cells may be diluted or even masked by the presence of unresponsive surrounding cells. A drastic example in this respect is the effect of Alloxan on the pancreas. Alloxan specifically targets the β-cells, which make up less than 2% of pancreatic cells. None of the existing transcription profiling technologies is capable of monitoring changes in the transcriptome of target cells at such a dilution,17 unless pure target cell populations are procured prior to the analysis. A number of © 2003 by CRC Press LLC



microdissection technologies, including, for example, laser-capture microdissection (LCM),53,54 have been developed to selectively isolate defined cells or cell populations.55 Tissue microdissection can be applied to tissue sections of frozen tissues as well as cytological preparations. RNA from microdissected tissue samples has been radioactively labeled and hybridized to cDNA arrays, but at least 5000 to 50,000 cells are required for this type of analysis, unless amplification procedures are applied.56,57 The ability to explore histopathology archives with transcription profiling technologies would be of great value for toxicogenomic studies. For this purpose, efforts have been made to extract RNA samples from archival specimens of paraffin-embedded tissues, which were then subjected to gene expression analyses.58 These studies demonstrated that the original fixation protocol used on the sample influenced both RNA integrity and yield.58,59 Total RNA isolated from formalin-fixed specimens was used in RT-PCR and microarray analyses, although it was significantly degraded. Gene regulation could be determined qualitatively for some genes in a few samples, but reproducible transcription profiles could not be obtained.



5.3.2 In Vitro SYSTEMS With respect to higher throughput and minimization of costs and compound requirements, cellular systems are attractive alternative models for toxicogenomic studies. A general advantage of cellular systems is that they allow for a standardized dose-finding strategy in which compounds are first analyzed for their cytotoxicity to determine an effective dose equivalent (e.g., ED30 or ED50).27,33 However, the value of this strategy has been disputed, as the focus on cytotoxic effects leads to the application of relatively high exposure levels. In consequence, a compound may not be assigned to the correct, more relevant mode-of-action class, which would be observed at lower doses.60 Established cell lines such as the human hepatoma HepG2 are, in terms of handling and availability, the most convenient system for toxicogenomic studies.33,61,62 However, because their metabolic properties differ from typical hepatocytes in some respects, their value as a model for the physiology of hepatocytes is currently unclear.24 Primary hepatocytes are well suited for toxicogenomic studies37 as they retain a certain level of metabolic activity; however, due to inter-animal variations and a sensitive isolation procedure, batch to batch variation is high, which would likely cause significant alterations in the expression profiles induced by a test compound. Refined protocols for the cryoconservation of hepatocytes allow for long-term storage and better availability of hepatocytes and may also play an important role in future toxicogenomic analyses. In general, cellular systems do not permit the study of toxic effects that are based on the interaction of different tissues — for instance, a compound whose toxicity is exerted via interference with hormonal regulation circuits. Additionally, many toxicological endpoints involve more than a single cell type, which makes it impossible to detect certain effects when using only a single type of cultured cell. Researchers have tried to overcome these problems by establishing co-cultures of different cell types. For example, co-cultures of hepatocytes with nonparenchymal cells have been developed63 and tested for their use as bioartificial livers.64,65 Those systems, frequently referred to as bioreactors, might find use in toxicogenomic studies as in vitro systems with increased complexity and improved metabolic competence compared to primary hepatocytes. Precision-cut liver slices maintain the in situ architecture of the liver, allow a relatively high sample throughput, and combine several of the desirable characteristics of the liver and hepatocytes system.66,67 Although toxicogenomic analyses on slice models have been announced at several meetings in recent years, to our knowledge no peer-reviewed report on this topic has been published to date.



© 2003 by CRC Press LLC



5.4 IMPORTANT ASPECTS OF DATA ANALYSIS The equipment and software tools necessary for microarray analyses are in continual refinement. While a number of advanced clustering algorithms and statistical approaches are available as mentioned in Chapter 4, the analysis of data compiled during toxicogenomic studies still represents a major challenge, and no standard procedures have yet been established.68 Despite the uncertainties regarding the vagaries of increasingly complex data analysis approaches, two basic questions of interest arise when analyzing lists of regulated genes discovered in toxicogenomic studies. The first question probes the physiological meaning of observed changes in transcript levels following toxicant exposure. In order to facilitate this kind of analysis, we have assigned functional categories to all genes on our TOXaminer™ microarray. Using our proprietary query tools, which organize all categories in a hierarchical tree-like fashion (Figure 5.3), the researcher can zoom back and forth from a global perspective on one side to a detailed view on the level of the individual gene on the other. Splitting up the genes according to functional categories has become a common approach in toxicogenomic studies to visualize the overall effect of compounds.33–35,69 Additional database modules that map gene expression data onto biochemical pathways, as well as the integration of supplementary toxicological and clinical chemistry data, further help to connect gene expression to cell physiology. The second question is concerned with the problem of identifying compounds that elicit similar changes in transcription profiles. In order to detect overall resemblance in expression changes and to identify groups of compounds that affect cell physiology in a related fashion, correlation methods or cluster analyses have been used in the majority of studies.33,34,36,37,70 Hierarchical clustering algorithms, which produce nested arrays of clusters by repeated aggregation of smaller clusters, are widely used.68 Encouragingly, groups of compounds that have been clustered in this way often coincide with their assignment to known mode-of-action classes.33,34,36,37,70 These results are the basis for the development of larger toxicogenomic reference databases for the prediction of modeof-action categories and, thus, for defining early toxicological clues for NCEs. However, cluster analysis must be dealt with cautiously, as it has been shown to produce significantly different results for the same dataset depending on the selection of the gene subset included in the calculation33 and on the clustering algorithm used. As mentioned in Chapter 4 and in various other publications,34,36 it has been proposed to apply different clustering methods (e.g., principal component analysis,71 multidimensional scaling,72 global geometric framework,73 local linear embedding74) to a gene list in order to identify significant clusters.



5.5 ESSENTIAL ISSUES IN STUDY DESIGN Although a number of issues are important for study design, we would like to emphasize two main aspects in this introductory chapter: first, the robustness of the transcriptional changes observed in model systems and, second, the comparability of data derived from different sources.



5.5.1 ROBUSTNESS/REPRODUCIBILITY



OF



MODEL SYSTEMS



Testing for reproducibility is crucial with respect to reliability and statistical robustness of the results. In order to assess the importance of replicate experiments, Burczynski et al.33 treated HepG2 cells with cisplatin in 13 separate experiments, each time according to the same protocol. Comparison of the corresponding transcriptional profiles showed that, among the 250 genes examined, only a small percentage of genes were regulated consistently throughout all 13 experiments, whereas regulation was more variable for a larger set of genes (genes displaying up- and downregulation in response to equal doses of cisplatin). The differences in consistency did not depend on the magnitude of the induction event and consequently may reflect an intrinsic baseline variability of the HepG2 cells. The authors propose that model systems used for toxicogenomic analyses should © 2003 by CRC Press LLC



FIGURE 5.3 Functional categorization of rat liver expression changes after treatment with the two peroxisome proliferators Wy-14,643 (WY) and Nafenopin (NAF). The left window shows a view of the main branches of the category tree, with the figures representing the number of regulated genes in each of those branches. “Root” displays the total number of genes in the list of choice. Categories headed by “+” can be further fanned out to subcategories, as shown in the right window. This window additionally displays the gene annotations (including all available synonyms) of the differentially expressed genes, aiding the comparison of similarities and differences between compounds on a functional level.
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first be monitored for the robustness and reproducibility of their transcription profiles. Similar fluctuations in the expression level of certain genes noted in yeast necessitated the application of an error model. This statistical tool facilitates correction of the significance of the regulation events with respect to the fluctuations of the respective genes observed in the control samples.75 In most studies, the strategy of pooling tissue samples of different animals in a treatment group prior to hybridization is pursued in order to counterbalance the inter-individual variability — and for cost-saving reasons as well. However, pooling may cause misinterpretation if one of the animals shows an extremely different response compared to the others. Recently, the value of biological replicates (i.e., the analysis of single animals) to account for inter-individual differences in susceptibility toward certain compounds has become apparent. Typically, transcription profiles of different animals treated with the same compound are highly similar as revealed by hierarchical cluster analysis.76 Others have noted that single-animal experiments and pooled experiments have clustered together.36 However, depending on the compounds to which the animals are exposed, inter-individual differences can be much more pronounced. Exposing rat livers to different doses of a particular compound (e.g., morphine), we found that, while most of the animals of a treatment group are represented in the same cluster, transcription profiles of some animals from the low-dose group cluster with the high-dose group, indicating a significantly higher susceptibility of certain animals. To assess natural variations in unstimulated murine gene expression, Pritchard et al.77 compared the expression profiles of kidneys, livers, and testes of six untreated C57BL6 mice. The percentage of differentially expressed genes on a cDNA microarray comprising 5406 clones was determined to be 0.8% in liver, 1.9% in testis, and 3.3% in kidney. Animal-to-animal variability is generally greater than variability associated with spotting, hybridization, or data acquisition78 (Axaron, unpublished results). In general, a minimum of three replicates is recommended for statistical and, in the case of biological replicates, biological reasons.



5.5.2 COMPARABILITY SOURCES



OF



EXPRESSION PROFILING DATA ACROSS DIFFERENT



A second topic is the problem of comparability of data from different sources. Researchers and reviewers often face the problem of not being able to compare data from different study reports, even if the experimental settings are very similar. This is mainly due to the fact that the information given about the experimental design and the data analysis chain is highly heterogeneous and often fragmentary. Similar problems arise if gene expression data from different technological platforms are to be integrated. To overcome the problem of nonexistent standards for presenting microarray data, a proposal for the minimum information required about a microarray experiment (MIAME) has been made.79 The authors suggest that researchers include in every report the description of experimental design, array design, samples, hybridization conditions, measurements, and normalization controls. This seems to be a reasonable first step toward a better comparability and integration of different studies and platforms. Another problem encountered when comparing large sets of regulated genes derived from different studies is the use of various synonyms for the same gene, often making it difficult to find a specific gene of interest within a gene list. At Axaron, we therefore include all synonyms available from the public databases in our gene annotation.



5.6 MECHANISTIC VS. PREDICTIVE TOXICOGENOMICS 5.6.1 MECHANISTIC TOXICOGENOMIC APPROACHES Two general approaches toward toxicogenomics can be distinguished. On the one hand, some studies are designed to investigate a specific mechanistic question and analyze the effects of only one or a small number of compounds. The results of these studies provide valid answers for specific questions, yet cross-comparisons between different studies related to the same compound or © 2003 by CRC Press LLC



compound class are often difficult due to differences in study design. Chapters 8 and 9 discuss expression profiling of specific pathways of intense interest to toxicologists (transcription pathways regulated by the xenobiotic response element and the antioxidant response element). However, many other studies have used expression profiling to probe mechanisms of other toxicologically relevant compounds. We provide an overview of those mechanistic toxicogenomic studies in Chapter 10.



5.6.2 PREDICTIVE TOXICOGENOMIC APPROACHES The second type of approach involves the analysis of a large number of compounds in order to be able to assess the toxic potential of, eventually, any unknown compound of interest. It is referred to as predictive toxicogenomics in which analyses generate initial reference datasets suited for the categorization of future unknown compounds according to their functional class. In addition to our own company’s approach to predictive toxicogenomics summarized at the end of this chapter, a selection of pioneering studies and approaches in the field of predictive toxicogenomics are covered in the chapters in Section 5. Ideally, toxicogenomics databases (see Chapter 11) should be filled with gene expression profiles corresponding to well-characterized toxicological endpoints (e.g., tumor promotion, genotoxicity, certain types of liver necrosis). For this reason, it is necessary to select compounds that elicit very specific phenotypes, the expression profiles of which can serve as references for compounds with previously unknown or incompletely elucidated mechanisms of toxicity. The main goal is to generate a tool for the rapid prediction of the mode-of-action class of those compounds. Obviously, this does not exclude the option to exploit these datasets for mechanistic questions as well. To date, despite the enormous interest in predictive toxicogenomics, the number of published studies of a large number of compounds is still limited due to high costs and intellectual property issues. The essential starting point of every predictive dataset is a careful design that takes into account which level of prediction is to be achieved. In Figure 5.4, the crucial building blocks of such a toxicogenomics dataset are displayed. Dose-range and application route must be chosen considering the half-lives and effect levels of the respective test compounds. Screening and comparison of a series of compounds requires standardized test conditions. However, the principal dilemma in these types of studies is balancing a desire to test a reasonably low number of variables (for reasons of throughput and comparability between compounds) with the need to analyze as many time points and dosages as possible in order to identify expression patterns with relevance to the specific endpoint of concern.



5.6.3 EXAMPLE



OF



PREDICTIVE APPROACHES



AT



AXARON



At Axaron, we have chosen the rat as the premier species to use to build up a predictive database. Initially, we have focused on analyzing the rat liver as the major organ for metabolism and therefore as the main target for toxic insults. Because no reliable short-term test system is available for nongenotoxic carcinogens (NGCs) — in contrast to genotoxic compounds — we decided to characterize this particular endpoint in the hopes of being able to predict the tumor-promoting potential of NCEs by solely toxicogenomic means. One example of a hierarchical clustering derived from this study is depicted in Figure 5.5. Female Fischer 344 rats were treated with a number of known tumor promoters, including enzyme inducers and peroxisome proliferators (PPs) as well as cyto- and genotoxic compounds. For this clustering, a 72-hr treatment period was chosen with dosings below the MTD. RNA pools of five animals in each treatment group were hybridized on our TOXaminer™ microarray comprised of approximately 1500 genes (see also Section 5.2.2). Differentially regulated genes were identified using a modified t-test (p ð 0.0581). The clustering is based on a list of 211 genes that are significantly © 2003 by CRC Press LLC
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FIGURE 5.4 Toxicogenomic reference databases building blocks.



regulated in either one of the treatments and that additionally show at least twofold regulation. The hierarchical cluster analysis shows that in most cases compounds with similar modes of action cluster together. The three enzyme inducers phenobarbital (PB), alpha-hexachlorocyclohexane (alpha-HCH), and cyproterone acetate (CPA), the latter also acting as a hormone, form one cluster; the two peroxisome proliferators Wy-14,643 (WY) and nafenopin (NAF) form another. Two other clusters are built by the three remaining genotoxic toluenes 2,4-dinitroluene (2,4-DNT), 2,4,-diaminotoluene (2,4-DAT), and 2,6-diaminotoulene (2,6-DAT) on the one side and by the cytotoxic compounds furan (FU) and carbon tetrachloride (CT) on the other. Expression profiles of the hormone ethinyl estradiol and of 2,6-dinitrotoluene (2,6-DNT) do not show significant similarity to any of the other compounds in this kind of analysis. Additionally, we adapted the approach of Thomas et al.80 to determine genes that were able to discriminate between a group of tumor promoters (two peroxisome proliferators, three enzyme inducers, two cytotoxic compounds, one hormone, and the two toluene derivatives 2,4-DAT and 2,6-DNT) and another group of nontumor promoters (morphine, gabapentin, and the other two toluene derivatives 2,4-DNT and 2,6DAT). Hierarchical clustering of the test compounds over the 21 discriminator genes obtained is shown in Figure 5.6. At Axaron, toxicogenomic studies routinely include multiple dosage levels and treatment periods. The additional effort is significant, but it pays off in a solid basis for the comparison of compounds with different ADME characteristics or of different model systems. Comparing gene expression profiles at different doses and time points aids in identifying treatments that are most suited for the specific discrimination between functional classes. We and others33,36,37 have shown that it is possible to distinguish between compounds belonging to different functional classes, given a careful study design and suitable data analysis methods. It has also been shown that, in principle, blinded samples can be classified correctly according to their mode of action. The more compounds with similar endpoints that are included in a database, © 2003 by CRC Press LLC
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FIGURE 5.5 Hierarchical clustering of 12 tumor promoters and cyto- and genotoxic compounds. Black bars represent upregulated genes and white bars represent downregulated genes compared to the average expression of all experiments. The Pearson correlation coefficient was set to 0.75. Experimental settings and abbreviations are explained in the text. (See color insert following page 112.)



the more accurate predictive analyses will become. To us, it seems reasonable to focus on those endpoints that are of highest concern in later stages of drug development — for example, tumor promotion and teratogenicity.



5.7 SUMMARY With toxicogenomics becoming increasingly attractive to both academia and industry, many kinds of open and closed transcription profiling methods have been applied to toxicological questions over the last few years. Encouragingly, part of the data generated has been consistent with previous knowledge and can thus be seen as a proof of concept for the new technologies. In addition, a wealth of unexpected gene regulation has been detected, demonstrating the exciting complexity of toxicological responses to be explored in the future. To date, it is clear that the potential use of gene transcripts as biomarkers for toxic or pharmacological effects remains to be established. In order to become broadly applicable as a predictive tool, toxicogenomics databases will have to include transcription profiles for a large number of compounds. The results from the first few published pilot studies have demonstrated that, under appropriate experimental settings, compoundinduced changes in transcription profiles correlate well with the known mode of action of the compound. Numerous future studies will be required to validate and extend these findings and determine whether predictive toxicogenomics will become a viable discipline in the future. By now, transcription profiling can provide evidence in favor of or in contradiction to certain mechanistic hypotheses and can provide new hints on the mechanism of toxicity of a compound. Currently, however, toxicogenomic data alone are insufficient to deduce complete sequences of toxic events. Supplementary information derived from methods such as histopathology, © 2003 by CRC Press LLC
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FIGURE 5.6 Hierarchical clustering based on genes discriminating between tumor promoting and non-tumorpromoting agents. Black bars represent upregulated genes and white bars represent downregulated genes compared to the average expression of all experiments included. The Pearson correlation coefficient was set to 0.95. Experimental settings and abbreviations are explained in the text.



immunohistochemistry, proteomics, or metabolic studies are likely to further improve the interpretation of gene expression data. Taken together, transcription profiling has already become an important contribution to toxicological research. The analyses performed so far have revealed several crucial parameters of study design that may affect the relevance of the data generated and will aid us in improving future experiments. However, joint efforts by the scientific community to develop common standards for gene expression data will be necessary to extract as much physiological meaning as possible out of the toxicogenomics data generated. Following this and other investments, such as enlargement of the databases and refinement of bioinformatic tools, the rewards gained from toxicogenomics will quickly dwarf the effort spent.
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6.1 INTRODUCTION Oligonucleotide DNA microarrays were evaluated for measuring classical and nonclassical genomic responses to prototypical cytochrome P450 (CYP) inducers by monitoring global expression profiles of drug metabolism genes in rat liver. This study1 was performed to investigate the feasibility of using microarray technology to minimize the long and expensive process of testing drug candidates for safety in animals. Gene expression “profiles” were generated from livers of rats treated with 3-methylcholanthrene (3MC), phenobarbital (PB), dexamethasone (DEX), or clofibrate (CLOF) relative to vehicle-treated controls. The mRNA responses were measured using a Merck Drug Safety Chip employing the 25-mer oligodeoxynucleotide microarray technology from Affymetrix, Inc. (Santa Clara, CA). This microarray design included drug metabolism genes such as the cytochromes P450 (CYP), epoxide hydrolases (EH), UDP-glucuronosyltransferases (UGT), glutathione sulfotransferases (GST), sulfotransferases (ST), and drug transporter genes. Additional genes included on the array addressed broader safety issues including peroxisomal genes, stress responses, and carbohydrate and lipid metabolism. Transcriptional responses measured with this array were in excellent agreement with published observations. Additional gene regulatory responses were noted that characterized drug metabolism effects, metabolic effects, or stress responses to these compounds. In order to critically evaluate this microarray technology for further drug safety investigations, we assayed the gene specificity of the microarray for genes in four CYP subfamilies and checked microarray observations for six genes using TaqMan® quantitative realtime polymerase chain reaction (QRT-PCR). The gene chip technology from Affymetrix was capable of distinguishing human CYP genes up to a threshold of approximately 90% DNA identity. QRT-PCR technology for six genes demonstrated that microarray data were qualitatively reliable but underestimated -fold changes when an mRNA species was below a threshold of detection in one of the samples. These data provide a foundation for use of microarray technology in assaying gene expression responses relevant to drug metabolism and toxicology.



6.2 BACKGROUND 6.2.1 THE LIVER Mammals metabolize xenobiotics and hormones primarily in the liver. The liver also coordinates energy metabolism, integrating levels of circulating glucose and lipids with glycogen stores in muscle and liver, triglyceride stores in adipose, and cholesterol stores throughout the body. In addition to direct enzymatic transformations of sugars and lipids, the liver also homeostatically regulates energy metabolism by breaking down and producing steroid, eicosanoid, and peptide hormones.2 This integrative homeostatic function of the liver means that gene regulatory events in liver reflect the detailed state of the organism; thus, alterations in liver gene expression in response to a given treatment, termed a gene expression profile, can give us detailed insights into the effects of drugs on the organism.



6.2.2 DRUG METABOLISM PHASES I



TO



III



Xenobiotics and steroid hormones are metabolized in three phases.3 In phase I, drug-metabolizing enzymes modify substrates directly via oxidation, hydroxylation, or dealkylation. Phase I drug metabolism, usually by one or two cytochrome P450 enzymes, is rate limiting for most drugs. In phase II, drugs are covalently linked to sulfate, glutathione, or carbohydrates by conjugating enzymes. Finally, in phase III, drugs are directionally transported from plasma to liver, and drug conjugates from liver into the bile or urine by transporters.



© 2003 by CRC Press LLC



6.2.3 TRANSCRIPTIONAL REGULATION



OF



DRUG METABOLISM GENES



Genes encoding drug-metabolizing enzymes are transcriptionally regulated by a network of soluble receptor-transcription factors that recognize both xenobiotics and endogenous compounds (Figure 6.1).2 These receptor–transcription factors include the aryl hydrocarbon receptor (AHR), a basic helix–loop–helix transcription factor that heterodimerizes with cotranscription factor aryl hydrocarbon receptor nuclear translocator (ARNT). They also include nuclear receptors that regulate transcription as heterodimers with the retinoid X receptor (RXR), in concert with tissue-specific transcription factors, and transcription factors that respond to various stresses and cytokines.2 Nuclear receptors that regulate drug-metabolizing genes include the pregnane X receptor (PXR), the constitutive androstane receptor (CAR), the glucocorticoid receptor, the peroxisome proliferator activated receptor alpha (PPARα), the liver X receptor (LXR), and the Farnesoid X-activated receptor (FXR). Such a dynamic transcriptional regulatory system provides an opportunity for study by microarray analysis. Benzo(a)pyrene Receptor Transcription Factor: Regulated Genes: Phase I
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FIGURE 6.1 Drug metabolizing genes are regulated by a network of receptor–transcription factors. These gene regulatory relationships were derived from the literature for the rat. Physical space in the schematic is occupied by compounds according to structures, by receptors according to ligand-binding specificities, and by enzymes according to substrate specificities. Xenobiotic compounds bind to receptors (intersected by solid arrows) to activate transcription of genes with receptor-response elements in their promoters. Colored arrows indicate the transcriptional regulation of drug metabolizing genes (below arrow) by the receptor (above arrow). Note that this schematic is a gross oversimplification. Some compounds activate several receptors, several receptors can regulate the same genes, and only a few induced genes are shown for simplicity. Some commercial drug compounds are not significantly metabolized in the liver, and some compounds may elude all receptors. The substrates for drug conjugating and drug transporter proteins are largely unknown. Phenobarbital triggers induction of CYP genes by CAR indirectly, as it does not bind to CAR. References are cited in the text except for MDR1,46 OATP2,47 CYP7A1,48 ABCG5, and ABCG849 and for the metabolism of benzo(a) pyrene50 and dexamethasone.10 Abbreviations: PPAR, peroxisome-proliferator-activated receptor; AHR, aryl hydrocarbon receptor; PXR, pregnane X receptor; CAR, constitutive androstane receptor; LXR, liver X receptor; CYP, cytochrome P450; GST, glutathione-S-transferase; UGT, UDP-glucuronosyltransferase; ABC, ATP-dependent transporter; SULT, sulfotransferase; MDR, multidrug resistance protein; OATP, organic anion transporter protein; and MRP, multidrug-resistance-associated protein. Note that MRP2 and cMOAT are synonymous. (See color insert following page 112.) © 2003 by CRC Press LLC



Although many examples of drug metabolism genes are known to be regulated directly by a nuclear receptor, microarray analyses are beginning to reveal a global picture of how the liver responds to xenobiotics. Figure 6.1 schematically illustrates some general relationships between metabolism of xenobiotics and the transcriptional regulatory network that governs drug metabolism gene expression in the rat liver. These relationships were compiled from published literature for genes that appear to be directly regulated by each receptor. The top plane of the drawing represents two-dimensional chemical space such that each compound occupies space according to its structure, each receptor occupies space according to its ligand-binding specificity, and each enzyme occupies space according to its substrate specificity. While this schematic is a gross oversimplification and our knowledge of the networks is incomplete, we will point out some useful principles and limitations of the schema. A compound often, but not always, transcriptionally induces genes that metabolize that compound. A compound may activate several receptors, one receptor, or potentially no receptors. Similarly, compounds may be metabolized competitively by several (phase I) enzymes, by one enzyme, or by no enzymes. Several receptors can regulate the same genes (see Figure 6.1, MDR1 and MRP2), and only a few induced genes are shown for simplicity. The specific substrates for drug conjugating and drug transporter proteins are unknown for most compounds; hence, phase II and III metabolism of the compounds is not shown. It is important to note that drug metabolism genes are also regulated posttranscriptionally. Xenobiotics are known to regulate drug metabolism genes posttranscriptionally, directly or indirectly, by the following mechanisms: altering message stability, inhibiting enzyme activity, or altering protein stability.4



6.2.4 DRUG INTERACTIONS Because genetic variations (polymorphisms) are common in CYP genes, conjugating genes, and transporter genes in the human population, it would be useful to be able to monitor regulation of these enzymes in clinical subjects. If a drug is dependent on a single drug metabolizing enzyme for its turnover and an individual has inactive alleles for that gene, the drug may persist in that individual so as to cause toxicity or other adverse reactions. For example, inactive alleles of CYP2C9 can lead to persistence and life-threatening toxicity of warfarin levels in serum.5 Thus, it is necessary to identify the enzymes that metabolize a drug candidate prior to exposure to a human clinical trials. A drug frequently induces expression at the transcriptional level of the proteins responsible for its metabolism.4 Thus, the gene expression profile of rat liver or human hepatocytes treated with a drug may yield clues to how the drug is metabolized. While it may be postulated that genes induced by a drug metabolize that drug, many counterexamples are known, such that these guilt-byassociation hypotheses must be evaluated by conventional enzyme and mass spectrometric assays. Because existing enzymatic and mass spectrometric analyses often fail to distinguish gene subfamily members involved in metabolism of a particular drug, DNA microarray assays can thus provide complementary information.



6.2.5 REFERENCE DATABASES



FOR



TRANSCRIPTIONAL PROFILING



DNA microarray assays can also be used to compare transcriptional changes caused by drugs or other xenobiotics to elucidate mechanisms of adverse events.6 In support of this concept, several investigators have demonstrated that liver toxins acting by similar mechanisms give rise to similar gene expression profiles.7–9 This observation suggests the following comparative strategy for determining how an adverse event arises. Provided several compounds are known that give rise to that adverse event by known mechanisms, one could generate a database of gene expression profiles for such compounds. The profile of a novel compound could then be compared to the database to associate the novel profile with a known profile and its associated mechanism. Because the relationships between physiological events and transcriptional changes are still poorly understood, once again such a guilt-by-association hypothesis will demand further evaluation by other techniques. © 2003 by CRC Press LLC



The liver responds to xenobiotics with a dynamic transcriptional regulatory system; such a system is readily amenable to study by microarray analysis. By profiling livers of drug-treated rats or cultured primary human hepatocytes, one can identify transcriptional induction of drug metabolism genes. The dynamic transcriptional regulation of liver genes we observed in preliminary experiments led us to design the Merck Drug Safety Chip to address drug metabolism and toxicology issues using DNA microarray technology.1 Because cytochrome P450s (CYPs) are dynamically regulated, rate limiting for clearance of most drugs, and relevant to toxicology, we focused initially on compounds that are known to induce CYP1A, CYP2C, CYP3A, and CYP4A gene family members.10 The techniques and experiments described in this chapter were performed to demonstrate the feasibility and validity of this approach.



6.2.6 GENE SPECIFICITY EVALUATION In order to assess gene regulation of CYP and other genes that are closely related by DNA sequence, we evaluated Affymetrix GeneChip™ technology in these studies.11 This microarray technology employs 25-mer oligodeoxynucleotides covalently anchored to the array surface. Such short synthetic oligonucleotides allow rational avoidance of DNA sequences that are shared by several genes or repeated in the genome and allow discrimination between gene family members that may differ in only one or several nucleotides per 25-mer sequence.



6.3 METHODS/TECHNOLOGIES 6.3.1 DNA MICROARRAY DESIGN



AND



SYNTHESIS (AFFYMETRIX FORMAT)



Genes were selected in aggregate from rat, human, and mouse for their roles in drug metabolism, toxicology, and energy metabolism. 1443 genes were identified and included in the chip design of the Merck Drug Safety Chip. Among the 300 rat genes included in the chip design were 130 genes classified as drug-metabolizing genes, including 51 CYP genes and 79 phase II and phase III drugmetabolizing genes and gene splice-forms. Each gene on the chip was represented by 20 pairs of 25-mer oligodeoxyribonucleotide probes. Each probe pair consisted of a perfect match (PM) oligonucleotide that precisely matched the cognate gene sequence and a mismatch (MM) oligonucleotide that differed only in a single nucleotide mismatch in the center position of the oligonucleotide. Selection of probes and manufacture of the gene chips were performed by Affymetrix.



6.3.2 RAT TREATMENT PROTOCOLS Sprague–Dawley rats were purchased from Charles River Laboratories (Wilmington, MA). The rats were watered and fed chow ad libitum. Animal treatments were reviewed and approved by the Institutional Animal Care and Use Committee (IACUC). Rats were dosed orally (p.o.) once per day for three days with vehicle (0.1% methylcellulose) or 30 mg/kg/day of 3-methyl cholanthrene (3MC), dexamethasone (DEX), phenobarbital (PB), or clofibrate (CLOF). On day four, the rats were sacrificed and the livers were harvested and frozen immediately in liquid nitrogen. Each treatment group was represented by two replicate samples, using three pooled rat livers per samples.



6.3.3 RNA PREPARATION The liver tissue was homogenized in Trizol™ (Gibco-BRL; Gaithersburg, MD) using a polytron (Omni International; Warrenton, VT), and total RNA was isolated from each sample according to the manufacturers’ instructions. Total RNA was reprecipitated using RNAmate™ (Biochain; San Leandro, CA), and poly-A mRNA was isolated using oligo-dT-decorated latex beads (Qiagen; Hilden, Germany) according to manufacturers’ instructions. © 2003 by CRC Press LLC



6.3.4 HYBRIDIZATION



AND



STAINING



Hybridization samples were prepared according to Affymetrix instructions as described.12 Briefly, a primer encoding the T7 RNA polymerase promoter linked to oligo-dT17 was used to prime doublestranded cDNA synthesis from each mRNA sample using Superscript II RNAseH– reverse transcriptase (Life Technologies; Rockville, MD). Each double-stranded cDNA sample was purified by adsorption to silica (Qiaquick™ kit, Qiagen) according to the manufacturer’s instructions, then in vitro transcribed using T7 RNA polymerase (MEGAscript T7 kit, Ambion, Inc.; Austin, TX), incorporating biotin-UTP and biotin-CTP (Enzo Biochemicals, Inc.; New York, NY) into the resulting copy-RNA (cRNA). These cRNA transcripts were purified using RNEasy™ (Qiagen) and quantitated by measuring absorption at 260 nm/280 nm. The 5-µg mRNA samples typically yielded between 30 and 150 µg purified cRNA. cRNA samples were fragmented at 95° for 35 min in 10-mM MgCl2 to a mean size of ~50 to 150 nucleotides; they were then added to hybridization buffer and hybridized to the Merck Drug Safety Chip for 16 hours at 45°. Gene chips were washed, stained with streptavidin-R-phycoerythrin, and scanned with a dedicated instrument to capture a fluorescence image (Molecular Dynamics; Sunnyvale, CA).



6.3.5 GENE SPIKE EXPERIMENTS Biotinylated RNA samples were prepared from individual CYP genes (Genbank entry) for addition at known concentrations into hybridization samples as follows: CYP3A4, T60335; CYP3A5, AA740526; CYP3A7, AA455159; and CYP2A6, M33318. The cDNA clones were obtained from Frank Gonzalez and Harry Gelboin, National Institutes of Health; CYP2C19 (Genbank entry M61854) was obtained from Joyce Goldstein, National Institute of Environmental Health Sciences; and CYP2D6 (Genbank entry number M20403) was cloned in-house. The cDNA inserts representing the various genes were amplified by PCR using primers that match DNA sequences flanking the cDNA insertion sequences in each vector: T7 primer (5′TAATACGACTCACTATAGGG), T3pCDNA3.1 primer (for pCDNA3.1, 5′AGATGCAATTAACCCTCACTAAAGGGAGAGAAGGCACAGTCGAGGCTGA), or a T3 primer (for EST clones, 5′ATTAACCCTCACTAAAGGGA) that encodes a T3-RNA polymerase promoter sequence. PCR products were purified by adsorption to silica (Qiaquick™ kit, Qiagen) according to manufacturer’s instructions. Each PCR product was then transcribed in vitro to generate the antisense strand of each gene using T3 RNA polymerase for pCDNA3.1 and pT7T3D-Pac, or T7 RNA polymerase for pBluescript SK, incorporating biotinUTP and biotin-CTP into the resulting cRNA. These cRNA transcripts were purified using RNEasy™ (Qiagen), quantitated by measuring absorption at 260 nm/280 nm, and spiked into hybridizations at known concentrations.



6.3.6 MICROARRAY DATA ANALYSIS Data from each gene chip were normalized to data from a single vehicle gene chip using global scaling based on the overall hybridization intensities. Normalization, assessments of replicates, and calculation of gene expression levels as average difference values were performed using GeneChip® v.3.1 software (Affymetrix). Each treatment group was represented by two replicate samples, using three pooled rat livers per sample and two gene chips.



6.4 RESULTS 6.4.1 DATA ANALYSIS METHODS Each gene is represented on the Merck Drug Safety Chip by 20 pairs of 25-mer oligodeoxynucleotides, or probes. One 25-mer of each pair is a perfect match to the gene sequence, and the other member of the pair is a mismatch that differs from the first only at the central (13th) nucleotide. © 2003 by CRC Press LLC



The expression level of a gene was represented empirically as the average of the PM minus MM values for all 25-mer pairs that lie within 3 standard deviations of the mean of the probe set for that gene.13 In order to minimize the occurrence of false-positive observations, we used the following empirical cutoff values. The absolute expression levels (average difference values) between two hybridizations differed by Š20 units, and by a ratio Š2-fold. A detailed discussion of the algorithm used is described in Gerhold et al.,1 and we have since developed a statistical error model for Affymetrix data, called SAFER, that assigns confidence or p-values to data points and further reduces false-positive observations.14



6.4.2 REGULATION



OF



DRUG METABOLISM GENES



To validate application of DNA microarray technology to drug metabolism and drug safety, four prototypical inducers of CYP subgene families were used to treat male Sprague–Dawley rats prior to analysis of liver samples using the Merck Drug Safety Chip. These four compounds, 3-methyl cholanthrene (3MC), phenobarbital (PB), dexamethasone (DEX), and clofibrate (CLOF), are extensively studied inducers of the rat CYP subfamilies CYP1A, CYP2B, CYP3A, and CYP4A, respectively.10 The regimen of oral administration once daily for three days and harvest on day four was selected, based on prior experience, to represent a steady-state induction response in the liver after exposure to the four test compounds. Figure 6.2 shows the results from microarray analysis of mRNA from livers of rats that had been treated with one of the four probe drugs or vehicle. Data are shown for all of the 300 rat genes represented on the array that showed a reproducibly altered expression in any of the four treatments. The results are presented as the mean expression levels in average difference units,12 a linear indicator of mRNA expression level that is arbitrary in scale. Colors were assigned to datapoints to indicate induction (red) or suppression (green) relative to vehicle control. The four CYP-inducer compounds activate transcription through four known receptor–transcription factors, as shown in Figure 6.1 and described below. 3MC activates transcription of the CYP1 family through the aromatic hydrocarbon receptor (AHR);4 phenobarbital activates transcription of the CYP2B and CYP3A gene families through the constitutive androstane receptor (CAR);15 dexamethasone activates transcription of the CYP3A and possibly CYP2C family through the pregnane X receptor (PXR);16 and clofibrate activates transcription of the CYP4A family through the peroxisome proliferator activated receptor (PPARα).17 6.4.2.1 Regulation of Drug Metabolism Genes by 3MC 3MC is an aromatic hydrocarbon that induces the expression of CYP1A1, CYP1A2, and CYP1B1 by activating the AH receptor. The AH receptor is a helix–loop–helix protein that belongs to the period-aryl hydrocarbon receptor-single minded (PAS) family of transcription factors and regulates transcription of the CYP1 family genes. The AH receptor becomes activated by binding to an aromatic hydrocarbon in the cytosol. The complex translocates to the nucleus where it complexes with the nuclear factor Arnt. The activated ligand–receptor transcription factor complex then binds to the xenobiotic responsive element (XRE) in the CYP1 gene promoter. Binding of the activated receptor–ligand complex activates transcription of the genes.18 CYP1A1 is undetectable in the liver of control (vehicle-treated) rats but was found to be highly expressed (induced) in the liver of 3MCtreated rats (Figure 6.2).18 Induction of CYP1A2 and CYP1B1 was also observed in the livers from rats treated with 3MC. This is in agreement with published reports that clearly show that both CYP1A2 and CYP1B1 induction can occur by an AH-receptor-dependent mechanism.18 In addition, several reports have indicated that both CYP1A2 and CYP1B1 induction can occur by an AHreceptor-independent mechanism, possibly occurring through the AP1 transcription complex.18,19 CYP2D4 was moderately induced by 3MC and by dexamethasone (Figure 6.2). Regulation of CYP2D4 has not been previously explored.20 Induction of several phase II enzymes — UGT1A6, © 2003 by CRC Press LLC



GSTA1, GSTA2, and GSTM1 — was also observed in the liver recovered from rats treated with 3MC (Figure 6.2). 3MC is known to induce expression of the UDP-glucuronosyl transferase gene UGT1A6 and glutathione-S-transferase gene GSTA1, via an Ah-receptor-dependent mechanism.21,22 The GSTA2 and GSTM1 genes are both induced by the epoxide and hydroxylated metabolites of 3MC generated by CYP1A1. Both genes contain an antioxidant responsive element (ARE) in their promoter region (see Chapter 9). This cis-acting element has been shown to be responsive to the diol-metabolites of 3MC that can redox cycle and produce a pro-oxidative environment.22 The glutathione-S-transferases GSTA2 and GSTM1 were previously observed to be 3MC-inducible in cultured rat hepatocytes.23 Gene
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6.4.2.2 Regulation of Drug Metabolism Genes by Phenobarbital The barbiturate phenobarbital is also capable of inducing genes via the activation of transcription. The rat genes CYP2B1, CYP2B2, and CYP3A1/23 are all examples of genes induced after PB exposure.10 In mouse, phenobarbital induction of Cyp2b10 requires the phenobarbital response element (PBRE), an enhancer upstream of the Cyp2b10 gene. CAR is a nuclear receptor that interacts with RXR to form CAR-RXR heterodimers, which bind to the PBRE in response to phenobarbital treatment, suggesting that CAR-RXR may play a role in phenobarbital induction of mouse Cyp2b10.15 Binding of phenobarbital to the Ah receptor has not been established, suggesting the possible existence of an additional ligand-binding component of the Ah receptor–Arnt complex. The microarray data in Figure 6.2 shows induction of CYP2B1, CYP2B2, and CYP3A1/23 after Other Genes
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B FIGURE 6.2 (Continued) Microarray gene regulation profiles of 3MC, phenobarbital, dexamethasone, and clofibrate in male rat livers. Expression data are shown in units of relative fluorescence for those genes that respond to one or more drugs within gene families that encode drug metabolism enzymes. Upregulation events are shaded black with white numerals and downregulation events are shaded gray. Events that do not meet explicit criteria (differ by Š20 units and by a ratio Š2-fold) but are consistent in replicate datasets are shaded dark gray with white numerals if upregulated or gray with black numerals if downregulated. Numbers represent mean expression level measurements in two separate gene chips and are given in arbitrary units. Genbank accession numbers representing each gene are given under the column heading “Acc. #”. Gene abbreviations: CYP, cytochrome P450; EHc, cytosolic epoxide hydrolase; EHm, mitochondrial epoxide hydrolase; UGT, UDP-glucuronosyltransferase; GlPx, glutathione peroxidase; GST, glutathione sulfotransferase; EST, estradiol sulfotransferase; PST, phenol/aryl sulfotransferase; HSST, hydroxysteroid sulfotransferase; NTCP, Na/taurocholate cotransporting polypeptide; CMOAT, canalicular multispecific organic anion transporter; FACO, fatty acid/acyl CoA oxidase; BE, peroxisomal enoyl-coenzyme A hydratase/3-hydroxyacyl coenzyme A dehydrogenase “bifunctional enzyme”; HSLIP, hormone-sensitive lipase; FACO, acyl-CoA oxidase; BE, bifunctional enzyme; CPT2, carnitine palmitoyl transferase II; MCACD, medium-chain acyl-CoA dehydrogenase; KCAT, 3-ketoacyl-CoA thiolase; LCAT, lecithin–cholesterol acyltransferase; APO, apolipoproteins; PEPCK, phosphoenolpyruvate carboxykinase C; DALS, delta-aminolevulinate synthase; PRCR, prostacyclin- or prostaglandin I2 receptor; HSP70, heat shock protein 70; SODxc, extracellular superoxide dismutase. 8 of 20 probe pairs for CYP4A1 were masked due to gene-nonspecific hybridization. This appears to result from a 185-bp perfect identity between the 3′ ends of the CYP4A1 and Apolipoprotein B gene sequences (Genbank accession M14972 and M27440, respectively; unpublished comparison). (From Gerhold, D. et al., Physiol. Genomics, 5(4), 161–170, 2001. With permission.) © 2003 by CRC Press LLC



exposure to PB. We observed a moderate, but consistent suppression of CYP2B3 by all four compounds. Little is known about CYP2B3 function, but Yamada et al.24 have reported expression and drug-mediated induction of CYP2B3 in rat liver. CYP2C7 is also reportedly induced by phenobarbital, but primarily in female rather than in male rats.10 No CAR-RXR response element has been identified in the CYP3A1 promoter region to date. In the human, both PXR and CAR receptor complexes have recently been shown to contribute to the transcriptional regulation of the CYP3A4 gene.25 Induction of several phase II enzymes was also observed after treatment with PB. Significant increases in the specific mRNAs for microsomal epoxide hydrolase (EHm), UGT2B1, GSTA1, GSTA2, GSTA3, and GSTM1 were observed in the livers recovered from rats treated with PB (Figure 6.2). PB is known to induce expression of the CYP2B genes by the aforementioned CAR-dependent mechanism. No PBRE sequence has been identified in the promoters for any of the phase II enzymes to date. In addition to the phase I and II enzyme induction, a significant increase in the cation transporter, cMOAT (MRP2), was also observed. Several reports have been published after this work describing the regulation of CYP3A and cMOAT/MRP2 genes by phenobarbital26,27 which are in agreement with our results. 6.4.2.3 Regulation of Drug Metabolism Genes by Dexamethasone Dexamethasone is a synthetic glucocorticoid mimetic that is known to induce expression of several CYP3A subfamily genes. Recent reports have described the identification and cloning of a nuclear receptor PXR that can bind a variety of chemical structures leading to the induction of CYP3A1/23 in the liver. This nuclear receptor has been identified in mouse (mPXR), rat (rPXR), rabbit (rbPXR), dog (dPXR), rhesus (rhPXR), and man (PAR, or SXR).16,28 In a manner similar to that of the CAR, the PXR can also form heterodimeric complexes with the RXR and bind to a cis-acting sequence in the promoter region of the target genes. PXR-responsive cis-acting regulatory elements have been identified in the promoters of CYP3A genes in many of these species. In agreement with these findings, we observed a marked induction of CYP3A1/23 and CYP3A18 genes in the liver from rats treated with DEX (Figure 6.2). A moderate induction of CYP2B1 and CYP2B2 is also evident, as reported by Ronis.29 Induction of several of the phase II enzymes was also observed after treatment with dexamethasone. Significant increases in the specific mRNAs for UGT1A6, UGT2B1, GSTA1, GSTA2, GSTM1, and sulfotransferases PST, HSST1, and HSST2 were detected in the mRNA recovered from the livers of rats treated with DEX (Figure 6.2). No cis-acting sequence for the PXR has been identified in the promoters of any of the phase II enzymes to date. A functional cis-acting sequence for the glucocorticoid receptor, or GRE, has been identified in the GSTA1 and GSTA2 genes.22 In addition to the phase I and phase II enzyme induction, a significant decrease in the levels of mRNA for sulfotransferase EST and phase III transporter NTCP (Na/taurocholate cotransporting polypeptide) were also observed. Little is known about regulation of sulfotransferases (SULTs), but regulation of NTCP30 has been reported in rat liver. DEX has recently been shown to be a potent agonist for the rat PXR, and the MRP1 and MRP2 genes have been found to be responsive to PXR agonists in liver and intestine.31 6.4.2.4 Regulation of Drug Metabolism Genes by Clofibrate Clofibrate is a lipid-lowering agent that triggers peroxisome proliferation in rodents. The increase in enzyme expression that accompanies the proliferation of peroxisomes is mediated through a fourth nuclear receptor, the peroxisome proliferator-activated receptor (alpha) (PPARα). Peroxisome proliferators (PPs) are considered to be agonists of PPARα receptor. As described previously for the CAR and PXR receptors, PPARα also forms heterodimeric complexes with RXR. The complex can bind agonist and interact with the cis-acting sequence (PPRE) in the promoters of © 2003 by CRC Press LLC



responsive genes. PPARα is also activated by cellular long-chain fatty acid derivatives, stimulating β-oxidation of long-chain fatty acids in peroxisomes. A recent report suggests the possibility of an interaction between the activation of PPARα by an agonist and the p38 MAP kinase pathway.32 Clofibrate and other PPARα agonists are known to induce members of the CYP4A subfamily. Figure 6.2 shows transcriptional induction by CLOF of CYP4A1, CYP4A2, and CYP4A3. Additionally, a small but significant increase in the expression of CYP2B1, CYP2B2, and CYP3A1/23 was also observed. No PPRE has been identified in either of the CYP2B genes or in the promoter of the CYP3A1/23 gene, but the possibility of cross-talk among the PXR, CAR, and PPARα receptors has been described.32 Induction of several of the phase II enzymes was also observed after treatment with CLOF. A significant increase in the specific mRNA for UGT1A6 and sulfotransferase PST was observed in the liver of rats treated with clofibrate (Figure 6.2). No cis-acting PPRE sequence has been identified in the promoters of any of the phase II enzymes to date. We also observed a significant decrease in the mRNA for several of the phase II and III enzymes. Significant decreases were seen for GSTA1, GSTM1, GSTM2, and the transporter cMOAT (MRP2). Little is known about their regulation in rat liver by peroxisome proliferators. Each of the four compounds examined in this report directly regulates several drug metabolism genes through binding to a nuclear receptor or the AH receptor, thus activating the promoters of the genes. The data in Figure 6.2 indicate that each compound also regulates (up and down) a number of other drug metabolism genes by other mechanisms. Many of these are likely to be indirect mechanisms, including competition of the agonized-nuclear receptor for other transcription factors, such as RXR, CBP/p300, histone acetylases, and others. Such indirect mechanisms may also include primary regulation of a gene product or endogenous metabolic intermediate that alters metabolism of the natural ligands for nuclear receptors, altering expression of secondary genes.



6.4.3 METABOLIC ENERGY



AND



STRESS-RELATED GENE REGULATION



In addition to drug metabolizing genes, Figure 6.2 shows the induction or suppression of genes that relate to toxicological events and genes that regulate carbohydrate and lipid metabolism. 3MC and CLOF treatments, for example, downregulate lecithin–cholesterol acyltransferase (LCAT), apolipoprotein CI (APOC1), apolipoprotein AIV (APOA4), and phosphoenolpyruvate carboxykinase C (PEPCK). These regulatory events suggest an inertia toward decreased lipid turnover and decreased gluconeogenesis mediated by PEPCK in the liver. Consistent with the data for 3MC, AH receptor agonists have been found to cause lipid accumulation within hepatocytes in vivo33 and to regulate lipid metabolism via the Ah receptor in cultured fibroblasts,34 although the mechanism remains unclear. Induction of apolipoprotein genes APOA1 and APOA4 by phenobarbital and dexamethasone was also observed (Figure 6.2), consistent with increased high-density lipoprotein levels and increased apolipoprotein AI expression in response to these agents in previous reports.35,36 Clofibrate is known to increase lipoprotein uptake globally and increase fatty acid β-oxidation in both peroxisomes and mitochondria in liver.37 The increased lipoprotein uptake is reflected in Figure 6.2 by induction of hormone-sensitive lipase (HSLIP). Similarly, decreased lipid levels in serum are suggested by downregulation of apolipoprotein genes APOA1, APOA4, and APOC1. Clofibrate suppression of APOA1 expression is opposite that in human but is consistent with previous studies in male rodents.38 Increased lipid β-oxidation in response to CLOF is indicated by induction of peroxisomal genes acyl-CoA oxidase (FACO), bifunctional enzyme (BE), and 3ketoacyl-CoA thiolase (KCAT) and mitochondrial genes carnitine palmitoyl transferase II (CPT2) and medium-chain acyl-CoA dehydrogenase (MCACD). Induction of mitochondrial delta-aminolevulinate synthase (DALS) indicates increased heme synthesis. The increase in heme synthesis likely supports increased CYP4A-enzyme synthesis, mitochondrial electron transport protein synthesis, or both. Fatty acid β-oxidation by peroxisomes and mitochondria are thought to cause oxidative stress by producing reactive oxygen intermediates. © 2003 by CRC Press LLC



Evidence of oxidative stress includes induction of the extracellular Cu–Zn superoxide dismutase (SODxc), and heat shock protein 70 (HSP70), as observed in hepatic oxidative stress caused by CCl4.39 Induction of the SODxc gene by peroxisome proliferators has not been previously reported, although Yoo40 reports induction of the rat intracellular Cu–Zn superoxide dismutase (SOD1) gene by arachidonic acid. Clofibrate induction of the prostacyclin- or prostaglandin I2 receptor (PRCR) is also shown in Figure 6.2. Prostaglandin I2 mediates blood vessel dilation and inhibits platelet activation.41 Induction of PRCR may thus be a marker for the antithrombotic activity of clofibrate.41 Induction of PRCR appears to be part of a larger shift in the balance of prostaglandin species in clofibrate treated liver. CYP4A1, CYP4A2, and CYP4A3 genes are induced by clofibrate (Figure 6.2) and show varying degrees of omega-hydroxylase activity on prostaglandins42 as well as fatty acids. The latter fatty acid omega-hydroxylase activity commits fatty acids to peroxisomal degradation. CYP4F also can form or degrade various prostaglandins,43,44 although their activities are not well characterized. Figure 6.2 shows a trend toward downregulation of the CYP4F1, CYP4F4, and CYP4F6 genes by CLOF. Thus, although the physiological implications are not clear, it appears likely that regulation of the CYP4A-, CYP4F-, and PRCR genes by clofibrate may decrease thrombotic activity by altering the prostaglandin balance in rats.



6.4.4 GENE SPECIFICITY EVALUATION Given the importance of identifying identities of induced genes, we evaluated the ability of the Affymetrix technology to discriminate between closely related genes using several CYP gene families.1 Synthetic biotinyl-RNAs were prepared by in vitro transcription of cDNA clones for the following human genes: CYP2A6, CYP2C19, CYP2D6, CYP3A4, CYP3A5, and CYP3A7. These genes were used in hybridizations in the absence of any complex mammalian RNAs, using one gene from each subfamily per hybridization. Each gene was used in hybridizations at 30 pM, corresponding to roughly 1 part in 5000 in an mRNA population or about 60 transcripts per mammalian cell. DNA homology relationships between the 3′ 1000 bp of these human cytochrome P450s include DNA:DNA identities of 88 to 92% between CYP2A6 and CYP2A13 genes, between CYP2C9 and CYP2C19 genes, and between CYP3A4, CYP3A5, and CYP3A7 genes. Probes representing the CYP2A6, CYP2C19, CYP2D6, CYP3A4, and CYP3A7 genes hybridized faithfully and selectively to their cognate genes. The CYP3A5 probe set, however, showed significant heterologous hybridization to CYP3A4 and CYP3A7. On average, the CYP3A5 probes showed a 2.5-fold reduced hybridization to CYP3A7 and a 10-fold reduced hybridization to CYP3A4. A detailed examination of the data identified a subset of 12 probe pairs that hybridized to the CYP3A5 gene robustly and with 10-fold selectivity relative to CYP3A4 and CYP3A7.1



6.4.5 QUANTITATION



OF MRNA



LEVELS



BY
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An independent method, TaqMan® QRT-PCR,45 was used to assay mRNA levels for six selected genes from this study. The mRNA levels were determined in each sample for CYP1A1, CYP3A18, CYP4A1, GSTM1, BE, and APOA1 relative to an internal control, 18s rRNA.1 The TaqMan® technique was selected as the gold standard for mRNA measurements due to its high gene specificity and sensitivity, requiring only a few mRNA molecules for detection. The data for these six genes were qualitatively consistent for the two techniques. While data for relatively abundant mRNAs/genes were also in quantitative agreement, mRNA species at very low abundance in vehicleor drug-treated samples yielded artifactually compressed -fold change ratios in microarray data relative to the QRT-PCR data. The extreme example was the induction of CYP1A1 mRNA by 3MC, detected at Š9.3-fold by microarray but revealed to actually be ~5000-fold by QRT-PCR. Thus, microarrays can be used to search many genes for those that respond to a stimulus, and QRT-PCR can be used in a complementary way to confirm and extend observations on a few selected genes. © 2003 by CRC Press LLC



6.5 SUMMARY We evaluated an oligonucleotide microarray technology for determining how the rat liver responds transcriptionally to drug treatments. The responses observed using the microarray confirmed many previous observations using these much-studied compounds. The global nature of the microarray assays also enabled additional observations to be made and in some cases confirmed using QRTPCR. Novel gene regulation responses observed included induction of markers that characterize toxicological responses such as HSP70 and SODxc. This study validated microarray technology for assessing induction of drug metabolism genes by xenobiotics and suggests utility in investigating toxicological responses to xenobiotics. Microarrays provide detailed indicators reflecting the state of the tissue being studied; hence, microarrays are an excellent resource for generating hypotheses regarding the etiology of adverse events. The ability to explain adverse events or predict phenotypic outcomes from gene expression profiles is currently in its infancy, however. Interpreting those indicators may require a reference database of expression profiles for each adverse event, measurement of physiological parameters, and software tools to correlate these parameters with gene expression profiles. Because microarrays do not resolve direct from indirect (e.g., homeostatic) effects of xenobiotic treatments, detailed biochemical studies are likely to be required to evaluate hypotheses. Integration of microarray technology with classical pathology and biochemistry techniques shows promise for accelerating development of safe and effective medicines.
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7.1 INTRODUCTION Hepatotoxicity is a major hurdle that must be cleared in bringing candidate molecules through the drug development process and is the most common reason for withdrawal of compounds from the market. Better models of hepatotoxicity could streamline drug development, resulting in safer compounds with less likelihood of producing undesired effects in humans. The use of cultured primary hepatocytes to model hepatotoxicity has proven to be a valuable tool; however, questions remain with regard to functional differences observed in primary hepatocytes relative to the intact liver. Parenchymal hepatocytes are complex, highly differentiated cells that comprise over 80% of the normal liver mass and 60% of the total liver cell population.1,2 The parenchymal hepatocyte performs most specialized functions of the liver, including lipid metabolism, detoxification of exogenous xenobiotics, regulation of urea, and production of plasma proteins. The majority of proteins involved in liver homeostasis are produced in parenchymal hepatocytes, and their abundance is primarily regulated at the transcriptional level.3 In the normal liver, most differentiated hepatocytes are quiescent. With the development of suitable enzymatic methods for the isolation of parenchymal hepatocytes,4–6 researchers in a variety of scientific disciplines have demonstrated the utility of in vitro hepatocyte models. Isolated hepatocytes have proven useful in the evaluation of drugs with regard to protein binding,7 metabolism,8–10 mechanisms of xenobiotic action,11,12 oxidative stress,13–16 apoptosis,17–19 and neoplasia.20,21 The application of hepatocyte models results in reduced animal utilization, provides a bridge for extrapolation to human effects, and allows for higher experimental throughput. Although hepatocyte models are useful mechanistic tools, researchers have been challenged by the fact that there is a loss of specialized liver function in cultured hepatocytes, a process often referred to as dedifferentiation. Cultured hepatocytes have typically been described as dedifferentiated based upon the investigation of a few key cellular processes or hepatocellular markers. For example, much effort has been expended to better understand the effects of cell culture on cytochrome P450 (CYP) expression and the metabolism of xenobiotics. Studies show that a progressive loss of CYP mRNA and protein content with time in culture occurs in isolated hepatocytes.22,23 During the isolation process and thereafter, hepatocytes must respond to new environmental stresses through physiological and morphological adaptations, in which an altered steady biological state is achieved to preserve cellular viability. Further stresses that invoke responses in the hepatocyte result from insult with foreign agents, and these responses can be used to model the response in an intact liver. Comprehensive evaluations of the underlying processes driving physiological and morphological hepatocyte adaptations have not been conducted. Adaptation includes the induction and repression of genes that are required for cellular survival in their new environment, and transcriptional profiling is a tool that can be exploited to understand these changes en masse. Recent advances in gene expression technology provide a tool to perform comprehensive, quantitative comparisons at the transcriptional level of thousands of genes simultaneously. Currently, gene microarrays can be constructed with cloned cDNA,24 or with synthetic oligonucleotide probes.25,26 By labeling cellular RNA and monitoring hybridization to arrayed probes, transcriptional profiling provides the opportunity to evaluate thoroughly the processes of dedifferentiation, adaptation, and responses to compound administration in cultured hepatocytes. In this chapter, we demonstrate that valuable insight can be gained regarding cellular dedifferentiation and effects of compounds on hepatocytes via gene expression analysis. Parallel expression monitoring was used to characterize mRNA changes in hepatocyte cultures over time and following treatment with nuclear hormone receptor (NHR) ligands. Cluster analysis of time course data revealed a classic hepatocyte dedifferentiation response. Hepatocyte dedifferentiation was confirmed by changes observed with phase I metabolizing enzymes, while genes involved in maintaining cellular processes such as glutathione status, sugar metabolism, and production of extracellular matrix proteins demonstrated changes in expression consistent with adaptation to the culture environment. The status of genes involved in proliferation was consistent with the maintenance of © 2003 by CRC Press LLC



cultured hepatocytes in a quiescent, nonproliferative state. When ligands of the NHR family of transcription factors were added to these quiescent hepatocytes, responses characteristic of the in vivo situation were reproduced. For example, hepatocytes treated with the peroxisome proliferator activated receptor α (PPARα) agonist fenofibrate produced gene expression changes representative of previously described in vivo effects of this compound on lipid metabolism. Transcript changes were robust and ligand specific, such that hierarchical clustering of gene expression profiles grouped NHR ligands (PPARα, PPARγ, and retinoid X receptor [RXR]) according to ligand specificity. These findings illustrate how hepatocytes can be used as powerful predictive tools to model in vitro toxicology and pharmacology.



7.2 EXPERIMENTAL PROCEDURES 7.2.1 CHEMICALS Gentamicin, LD-L lactate dehydrogenase reagent, Leibovitz’s L-15, Hank’s balanced salt solution magnesium- and calcium-free sodium bicarbonate, glucose, N-[2-hydroxyethyl]piperazine-N′-[2ethanesulfonic acid] (HEPES), ethylene glycol-bis[β-aminoethyl ether]-N,N,N′N′-tetraacetic acid (EGTA), and L-glutamine were purchased from Sigma Chemical Co. (St. Louis, MO). Collagenase type D and insulin-transferrin-sodium selenite supplement were purchased from Boehringer Mannheim (Indianapolis, IN). William’s media E (WE) and certified fetal bovine serum (FBS) were purchased from Gibco BRL (Gaithersburg, MD). Hepatocyte maintenance media (HMM) was purchased from Clonetics (San Diego, CA). Wy14,643 ([4-chloro-6-(2,3-xylidino)-2-pyrimidinylthiol]-acetate) was purchased from Sigma. Fenofibrate, troglitazone, and rosiglitazone were synthesized at Eli Lilly and Company (Indianapolis, IN) and retinoid X receptor (RXR) agonists (LG 100268 and LG100324) were synthesized at Ligand Pharmaceuticals, Inc. (San Diego, CA).27,28 All other chemicals not specifically mentioned were purchased at the highest available quality through Sigma.



7.2.2 HEPATOCYTE ISOLATION



AND



CULTURE



Hepatocytes were isolated from 8- to 10-week-old male F344 rats (Harlan Sprague–Dawley; Indianapolis, IN) using a modified two-stage portal vein perfusion technique.4–6,29 Hepatocyte viability was assessed to be greater than 90% using Trypan blue dye exclusion. Cells were plated at a density of 2.75 × 106 cells per Falcon Primaria™ 100-mm culture dish (Lincoln Park, NJ) in WE containing 2% FBS, 5.0 µg/mL insulin, 5.0 µg/mL transferrin, 5.0 ng/mL sodium selenite, 10 ng/mL dexamethasone, 2 mM L-glutamine, and 50 µg/mL gentamicin (WE complete) and incubated in a 37°C, 100%-humidified environment (5% CO2, 95% air). Following an attachment period of 4 hours, the culture media was replaced with serum-free HMM containing 0.5 µg/mL insulin, 39 ng/mL dexamethasone, 50 µg/mL gentamicin, and 50 ng/mL amphotericin B.



7.2.3 CELLULAR VIABILITY ASSESSMENT Samples (50 µL) of cell culture media were collected and examined for lactate dehydrogenase (LDH) leakage using a Roche, Cobas Mira™ clinical chemistry analyzer (Montclair, NJ) with Sigma LD-L lactate dehydrogenase reagent. None of the compounds evaluated produced significant cytolethality at the concentrations used in these studies (data not shown).



7.2.4 SAMPLE COLLECTION Whole liver samples were collected prior to cannulation by ligating and removing the caudate lobe. Isolated hepatocytes were collected for analysis at various time points throughout the isolation process. The first samples were collected from freshly isolated cell suspensions following a 50×-g © 2003 by CRC Press LLC



centrifugation. Subsequently, samples were collected following a 4-hour attachment period in WE complete. The remaining samples were collected at 12, 24, 48, and 72 hours after plating. Hepatocyte viability analysis showed that all cultures maintained greater than 95% viability over the 72-hour culture duration (data not shown). Primary hepatocytes were treated with NHR ligands: fenofibrate (100 µM), Wy14,643 (100 µM), troglitazone (50 µM), rosiglitazone (100 µM), or RXR agonists (30 µM) for 48 hours. These doses produced significant peroxisomal β-oxidation when tested in this model system (data not shown). Control cells were cultured in the presence of vehicle alone (1% DMSO). To evaluate the ability of in vitro models to predict fenofibrate-induced changes in rodents, F344 rats (80–100 g) were treated with 300 mg/kg fenofibrate daily for 4 consecutive days. Liver samples were snap-frozen in liquid nitrogen and stored at –70°C. Peroxisomal βoxidation was assessed using the method of Lazarow,30 and gene expression analysis was performed using approximately 100 mg of snap-frozen liver as described below.



7.2.5 SAMPLE ANALYSES Total RNA was isolated from whole livers by direct homogenization of 100 mg tissue in 1.0 mL RNA STAT-60 (Tel-Test; Friendswood, TX) or from cell pellets or hepatocyte cultures by first removing media, then adding 1.0 mL RNA STAT-60 to each centrifuge tube or 100-mm culture dish. Cells were collected by scraping, and further steps in the isolation process were performed according to the manufacturer’s recommended protocol. Subsequent purification and size selection of total RNA employed RNeasy columns (Qiagen; Valencia, CA) as suggested by the manufacturer. Reverse transcription–polymerase chain reaction (RT-PCR) was performed for transcript confirmation using a hot-start technique (Superscript II RT + Platinum Taq polymerase; Gibco), with 1 µg total RNA as starting material and an annealing temperature of 55°C for 25 to 35 cycles, depending on the individual transcript being amplified. Labeling of total RNA for microarray analysis was performed as described below. Double-stranded cDNA was synthesized from 22 µg of total RNA using Superscript II and an oligo T-7-(dT)24 primer. cRNA was synthesized using a primer that contained a T-7 RNA polymerase site that was labeled with biotin-11-CTP and biotin-16-UTP using a BioArray T-7 polymerase labeling kit (Enzo; Farmingdale, NY). Hybridizing, washing, antibody amplification, and staining of probe arrays were performed as per the Affymetrix technical manual (rev. 4). Experiments were performed using either rat genomic microarrays (RGU34A) or rat toxicology subarrays (RTU34) and visualized using GeneChip v.3.3 software (Affymetrix; Santa Clara, CA). Chip fluorescence was normalized by scaling total chip fluorescence intensities to a common value of 1500 prior to comparison. Because Affymetrix oligonucleotide microarrays utilize multiple perfect-match and mismatch oligonucleotides to determine expression levels, an algorithm within GeneChip software was used to determine the presence and abundance of each individual transcript. This absolute analysis of each individual microarray was performed to determine expression levels of individual genes. Absolute analyses of individual microarrays were followed by comparison analyses between individual microarrays within the GeneChip software to determine expression differences between samples. Data filtering was performed using Data Mining Tool (DMT) software (Affymetrix; Santa Clara, CA). Once comparisons between individual microarrays were performed, the time course dataset was organized using self-organizing maps (SOMs),29,30 a nonlinear generalization of principal components analysis30 and hierarchical clustering developed in-house and written in C and Perl. When utilizing SOMs as a clustering tool, it was important to prevent extremely large foldchange values from skewing the results, so all fold changes that were greater than 20 and less than –20 were set to 20 and –20, respectively. Because DMT software calculates both positive and negative fold changes, a fold change of –1 is equal to a fold change of +1, making two probe sets with potentially the same fold change appear very different. In order to make such probe sets equivalent for both clustering and display purposes, the value 1 was subtracted from each positive fold change and 1 was added to each negative fold change. The data were normalized separately © 2003 by CRC Press LLC



for each experiment with the maximum value set to +1 and the minimum value set to –1. This effectively filtered the data so probe sets that had very little change were grouped together in neighboring clusters. SOMs were run for 100 epochs using a time-varying learning rate31,34,35 and a time-varying Gaussian neighborhood function.31,36,37 Due to the nature of the SOMs algorithm, the number of clusters for the SOMs was specified a priori. For these data, an 8×8 matrix producing 64 clusters was specified. This choice was a compromise between too many clusters, which would negate the effect of clustering, and too few, which would allow too much variance within each cluster. The Gaussian neighborhood function imparted a two-dimensional ordering on clusters, so nearby clusters contained transcripts that were more similar than clusters that were farther apart on the map. Expression data used to group NHR agonists (fold change and average difference) were analyzed using a proprietary hierarchical clustering algorithm. Cluster metrics included: (1) Pearson’s correlation coefficient with cluster subtype average linkage, and (2) Euclidean distance with Ward’s minimum variance method. Transcripts determined to be “present” by the Affymetrix algorithm with a minimal two-fold change or average difference intensity Š2500 in at least one treatment group were included in the clustering dataset.



7.3 RESULTS 7.3.1 ARRAY DATA CONFIRMATION



AND



VALIDATION



Three approaches were used to verify the array data collected in the hepatocyte differentiation study. First, RT-PCR of select transcripts with various expression patterns was performed with the same RNA used with rat genomic microarrays. As can be seen in Figure 7.1, the qualitative expression patterns of five genes chosen for RT-PCR analysis matched the expression patterns from the microarray analyses. This includes mRNAs that were temporally upregulated (annexin, glutathione S-transferase π, β-actin), and mRNAs whose expression was temporally downregulated (CYP 2C23, ST1C1). RT-PCR of 18s ribosomal RNA served as a control gene whose transcript levels did not vary at any times investigated in this study. A second method used to support data from the primary microarray experiment utilized a separate RNA preparation (different animal/cultures) hybridized to rat toxicology subarrays. These Affymetrix-designed subarrays (RTU34) contained a 900-probe subset of the larger rat genomic arrays (RGU34A) and were utilized as a means to confirm expression on a scale that could not be achieved with transcript-by-transcript methods, such as RT-PCR. The overall expression levels (percent of total detectable transcripts) observed in both experiments were in agreement with other experiments analyzing hepatocyte gene expression with Affymetrix arrays in our laboratory. On average, 28% of the transcripts probed were detectable in experiments employing genomic arrays, and 34% of the transcripts probed were detectable in experiments employing toxicology subarrays (Table 7.1). The design of this subarray focused upon genes for which the expression would be of interest to toxicologists, resulting in a probe bias for highly regulatable and liver-specific genes. When employing these subarrays in hepatic studies, our laboratory consistently detects a greater percentage of transcripts than with arrays designed for genomic coverage. As an additional measure of reproducibility, we found that 79% of the transcripts were detectable in both primary and repeat experiments, demonstrating reasonable experimental reproducibility between studies (data not shown). A summary of the number of transcripts for which the expression levels changed at critical points in both the primary (Column 2) and repeat experiments (Column 3) can be found in Table 7.1. This table was constructed by first removing transcripts from the datasets for which expression was undetectable in both compared samples, followed by setting a fold-change threshold of two as the criterion for inclusion. At the earliest time point, the number of transcripts for which the levels were elevated exceeded the number that were repressed on both the rat genomic microarray and rat toxicology subarray. At later time points, induced and repressed transcripts were somewhat © 2003 by CRC Press LLC



A.



Annexin II β-actin



CYP2C23 GST π ST1C1



18S Pellet 4h 12h 24h 48h 72h



B. Annexin II Beta-actin CYP2C23 GST π ST1C1
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FIGURE 7.1 (A) PCR primers were designed from sequences defined by Affymetrix for each transcript and used in RT-PCR confirmation studies. Reactions contained 1.0 µg total RNA and were conducted with an annealing temperature of 55°C for 25 (β-actin), 30 (ST1C1, Annexin II, CYP2C23), or 35 (GST-π) cycles. 18s ribosomal RNA was used as a control gene for visual normalization. (B) Comparative analyses of the same eight transcript levels as determined by oligonucleotide arrays. All values are expressed as fold changes relative to the cell pellet using Affymetrix Gene Chip software, as described in the Experimental Procedures section.



equalized on the rat genomic microarray. On the rat toxicology subarray, however, this trend actually reversed at all time points beyond 12 hours, reflecting the bias on the subarray for probes associated with drug metabolism which were generally repressed in this study. Because every gene on the toxicology subarray was present on the larger rat genomic microarray, a direct comparison of transcript changes in repeat experiments could be made. As can be seen in Table 7.1, changes in gene expression between experiments at each time agreed quite well, with nearly 80% of repressed transcripts reproducibly changing using the relatively stringent criteria in these separate studies. A third method of investigating experimental variability was performed by rehybridizing labeled RNA from initial experiments to rat toxicology subarrays. As can be seen in Table 7.2, transcript levels were similar between separate hybridizations of the same RNA sample. Transcripts that were highly up- or downregulated (fold-change threshold Š5) behaved similarly in rehybridization experiments (98% decrease, 95% increase) and in repeat experiments (85% decrease, 89% increase) (Table 7.2). Because agreement was higher when the same samples were hybridized to different arrays than when the experiment was repeated in entirety, it can be inferred that some of the variability observed between experiments is biological in nature. This conclusion is supported by © 2003 by CRC Press LLC



TABLE 7.1 Gene Expression Changes at Critical Times in the Culture Process



Total probes Detectable transcripts Hepatocyte-enriched cell pellet: 4 hours after plating 12 hours after plating 24 hours after plating 48 hours after plating 72 hours after plating



Genomic Array (RGU34A)



Toxicology Subarray (RTU34)



Agreement between Common Genes



~8,700 27.7 ± 2.3%



~900 33.9 ± 5.5%



~900 in common 28.3 ± 5.7%



D I D I D I D I D I



= = = = = = = = = =



92 170 393 253 405 406 361 464 360 468



D I D I D I D I D I



= = = = = = = = = =



18 40 90 35 116 46 105 85 100 74



D: 28% I: 60% D: 69% I: 66% D: 74% I: 61% D: 80% I: 45% D: 79% I: 49%



Note: The absolute number of transcripts determined to be increased (I) and decreased (D) at each time point were determined for both the primary experiment performed on the rat genomic arrays and the secondary experiments performed on the rat toxicology subarrays. Agreement was determined by comparing transcripts (I or D) from both toxicology and genomic arrays with the number of transcript changes (I or D) from toxicology subarrays using the criteria described in the Experimental Procedures section (>2×).



TABLE 7.2 Gene Expression Changes Common in Repeat and Replicate Experiments Fold-Change Threshold



Rehybrization Experiment (% Agreement)



0-fold



D I D I D I



2-fold 5-fold



= = = = = =



82 34 75 43 98 95



Repeat Experiment (% Agreement) D I D I D I



= = = = = =



74 27 63 58 85 89



Note: Transcripts were determined to be differentially expressed using Affymetrix GeneChip software, as described in the Experimental Procedures section, and sorted by the fold-change score for increased (I) and decreased (D) transcripts. Differentially expressed transcripts were then compared to corresponding changes in the primary experiment employing rat genomic arrays using the same criteria and expressed as % agreement.



the findings of Cohen et al.,38 who employed this technology to monitor cellular responses to a pathogenic microorganism.



7.3.2 CLUSTERING



OF



TEMPORAL HEPATOCYTE DATA



The data obtained from each comparison outlined in Table 7.1 were grouped using SOMs, and individual transcripts were placed into one of 64 clusters based upon their temporal expression pattern as described in the Experimental Procedures section. All 64 clusters and associated gene © 2003 by CRC Press LLC



changes are contained in a supplemental data section that can be found at http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html. Given that thousands of transcripts changed in these studies, only general trends are discussed herein. Figure 7.2 contains two representative clusters from the entire 64-cluster diagram and the transcript expression patterns at each time point investigated. These clusters were chosen because they contain many transcripts associated with either the extracellular matrix (Figure 7.2A) or the CYP family (Figure 7.2B), two protein groups discussed extensively later. In order to address the dedifferentiation and adaptation processes, we compared expression profiles between the enriched hepatocyte pellet (baseline sample) and various times in culture (variable sample) to determine fold-change values. Comparison of the enriched hepatocyte pellet to whole-liver tissue revealed gene expression changes associated with removal of cell types during the isolation process. Trends in expression patterns were observed in many functional classes of genes, and those observed with phase I enzymes were exemplified by the CYP superfamily presented in Figure 7.3. As can be seen in Figure 7.3, most CYP genes were downregulated over time. CYP1 gene expression (open bars) was substantially downregulated between 24 and 48 hours, while CYP2 and CYP4 families (gray and black bars, respectively) were downregulated earlier, with the most dramatic
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Gene ID M22670 D38066 L32132 M23566 S76054 X13983 AF014503 V01216 rc _AA900582 rc _AA946503 L13039 M12919 rc _AA866276 X06801



Description Alpha-2-macroglobulin UDP glucuronosyltransferase Lipopolysaccharide binding protein Alpha-2-macroglobulin Cytokeratin-8 Alpha-2-macroglobulin P8 protein Alpha-1-acid glycoprotein Alpha-2-macroglobulin EST Annexin II Aldolase A EST Vaskular alpha-actin
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Gene ID M86758 V01235 M20131 AF037072 X94185 D31662 M31363 M18335 rc_AA817987 L22339 M30282 S76489 rc_AA893325 J00728 rc_AA818122 K01721 X79081 S46785 M14775 K03243 M13234



Description Estrogen sulfotransferase Liver fatty acid binding protein CYPIIE1 Carbonic anhydrase III Dual specificity phosphatase, MKP-3 Kidney regucalcin Hydroxysteroid sulfotransferase P-450 Hydroxysteroid sulfotransferase N-hydroxy-2-acetylaminofluorene (ST1C1) Plasma kallikrein Estrogen sulfotransferase EST P-450e Hydroxysteroid sulfotransferase P-450(1) CYP2C11 Insulin-like growth factor binding protein P-450 Phosphoenolpyruvate carboxykinase (GTP) P-450e



FIGURE 7.2 Cluster analysis of transcripts over time using SOMs. Two representative clusters show genes for which the transcript levels increase (A) and decrease (B) with time. Filtering and clustering analyses were performed as described in the Experimental Procedures section. All transcripts represented in each cluster are listed with the GeneBank accession number. In total, 64 clusters with different transcriptional patterns were assembled, all of which can be viewed (including the entire population of transcripts with expression change values at each time point) in the supplemental data section (http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html). © 2003 by CRC Press LLC



changes being observed between the 12- and 24-hour time points. The expression of CYP3 family members (cross-hatch) remained constant throughout the 72-hour culture period. Transcript changes for phase II biotransformation enzymes were grouped by family and further organized by subfamily where appropriate (Table 7.3). Unlike the CYPs, which were predominately
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FIGURE 7.3 Evaluation of cyctochrome P450 gene expression at (A) 12, (B) 24, and (C) 48 hours after isolation. Data are presented as the fold change from the enriched hepatocyte pellet. Open bars represent CYP1, gray bars represent CYP2, black bars represent CYP3, and cross-hatch bars represent CYP4 transcripts. © 2003 by CRC Press LLC



TABLE 7.3 Transcript Profiling of Phase II Metabolizing Enzymes by Family Probe Set



Gene Identification



D38066 D38065 D83796 S56937 J02612 J05132 D38061 D38062 M13506 M33747 M31109 Y00156 X03478 S53936 D38069 M33746



UDP-GT 1B2F rat DNA for UDP-GT UDP-GT 1B1E rat DNA for UDP-GT Rat U-GT1 mRNA for UDP-GT Rat 3MC-inducible UDP-GT Rat mRNA for UDP-GT Rat 3MC-inducible UDP-GT mRNA UDP-GT 1A1A rat DNA for UDP-GT UDP-GT 1A2B rat DNA for UDP-GT Rat phenobarbital-inducible UDP-GT mRNA UDP-GT21 Rat UDP-GT mRNA complete cds Rat mRNA for hepatic microsomal UDP-GT Rat liver mRNA for androsterone UDP-GT Rat bilirubin-specific UDP-GT UDP-GT 1B5I rat DNA for UDP-GT Rat UDP-GTr-5 mRNA



D89375 L19998 L19998 AF022729 X63410 M33329 D50564 D14987 D14988 D14989 AI169695 M31363



Rat mRNA for ST1B1 Rat minoxidil ST mRNA Rat minoxidil ST mRNA HNK-1 sulfotransferase mRNA Rat mRNA hydroxysteroid ST Rat hydroxysteroid Sta mRNA Mercaptopyruvate ST HSS1 rat mRNA for hydroxysteroid ST HSS2 rat mRNA for hydroxysteroid ST HSS3 Rat mRNA for hydroxysteroid ST Hydroxysteroid ST HSST rat hydroxysteroid ST mRNA



Clustera



4 Hr



A. Glucuronidation 1 4.8 9 2.5 18 2 18 1.8 19 1.6 19 1.8 21 –1.1 28 1.7 37 –1.2 38 –1.3 38 –1.5 38 –1.2 38 –1.3 42 1 44 1.4 44 –1.3



12 Hr



24 Hr



48 Hr



72 Hr



9.4 2.7 3.5 4.4 3 3.4 2.1 1.2 –1.5 –1.3 –1.8 –1.8 –1.3 –1.3 –1.6 –1.3



20 4.6 7.1 3.6 4.7 3.3 2.2 2.2 –2.3 –2.5 –2.1 –1.8 –1.7 –1.1 –1.3 –1.7



16.6 10.8 4.6 4.6 3.2 3.5 1.9 2.7 –2 –1.8 –2.4 –2.2 –2 2.2 –1.3 –1.8



17.8 12.8 5.5 5.6 3.6 4 1.1 1.9 1.8 –3.6 –2.1 –2 –1.8 –1.7 –1.8 –1.7



–1.2 –1.6 –1.7 –2.5 –7.2 –5.3 –13.6 –13.8 –7.3 –11.5 –8.1 –15



2.2 1.3 –2 –2.6 –7.2 –3.3 –3.2 –20 –13.2 –15.7 –12.7 –20



3.5 2.1 1.7 –3 –3.9 –2.5 –11.5 –12.3 –6.3 –11.4 –6.5 –20



3.4 1.6 1.3 –1.4 –4.8 –3 –8.3 –14.6 –8.4 –11 –9.6 –20



B. Sulfation
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34 42 50 52 53 53 62 63 63 63 63 64



–1.6 –1.4 –1.6 –1.2 –1.8 –1.5 –6.9 –1.9 –1.5 –1.8 –1.6 –1.8



X02904 X04229 J02592 J03914 K01932 S72505 X78848 J03752 S82820 X62660 K00136 X62660 D10026



mRNA for GST-P subunit (pi) mRNA for GST-Yb subunit (mu) GST-Yb subunit mRNA (mu) GST-Yb subunit gene (mu) Liver GST-Yc subunit mRNA (alpha) Fetal liver GST-Yc1 subunit (alpha) GST-Yc1 mRNA (alpha) GST mRNA Hepatoma cell GST-Yc2 subunit mRNA (alpha) mRNA for GT subunit 8 GST-Ya subunit (alpha) mRNA for GT subunit 8 mRNA for GST-Yrs-Yrs



U60882 M93257 M76704 X06150 M60753 X08056 J03588 L14441 L20427 AF038870 X06150



Rat Rat Rat Rat Rat Rat Rat Rat Rat Rat Rat



protein arginine N-MT (PRMT-1) mRNA catechol-O-MT mRNA O-6-methylguanine-DNA MT (RMGMT) mRNA mRNA for glycine MT catechol-O-MT mRNA gene for guanidinoacetate MT guanidinoacetate MT mRNA phosphotidylethanolamine N-MT mRNA dihydroxypolyprenylbenzoate MT mRNA mRNA for cytosine 5 MT mRNA for glycine MT



C. GSH Conjugation 25 –1.7 28 1.1 35 1.2 35 1.1 38 –1.3 38 –1.1 38 –1.1 44 –1.1 45 –2.2 46 –1.3 48 1.2 52 –1.1 61 –1.6



–1.8 1.7 1.2 1.6 –1.3 –1.6 –1.1 –1.1 –3.2 –2.6 –1.1 –3.7 –9.2



–1.3 1.4 1.3 1.6 –2.7 –2.4 –2.8 –1.8 –5 –5.5 –3 –3 –2.2



–1.9 2.3 1.4 1.5 –2.4 –2.7 –2.5 –1.7 –1.1 –4.2 –5 –2.9 –2.1



7 2.6 1.5 1.6 –2.8 –2.4 –2.6 –2 –1.3 –2.8 –11 –2.1 –1.8



D. Methylation 14 1.8 24 –1.6 25 1.1 32 –1.3 43 –1.2 45 –1.4 46 –1.3 47 –1.3 60 –1.6 63 1.1 40 –1.3



1.6 –1.5 1.5 –1.9 –1.1 –2.7 –3.2 –2.2 –4.4 –2.8 –1.9



1.3 –1.4 4 –2.8 –1.3 –3.7 –6.3 –5.1 –1.2 –15 –3.9



1.6 –2.6 3.6 –4.9 1.2 –1.4 –1.5 –4.8 –2 –16.4 –8.6



1.9 1.1 6 –3.2 1.7 –1.3 –1.3 –5.4 –2.2 –10.1 –5.1



Note: Data are presented as fold changes from hepatocyte pellet as determined using Affymetrix’s Data Mining Tool. a



Represents associated cluster from 8×8 SOMs. Supplemental Data Section (http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html)
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TABLE 7.4 Transcript Profiling of Genes Involved in Glutathione Maintenance and Utilization Probe Set J05181 L38615 Y00497 U73174 U73174 M25157 X12367 M11670



Gene Identification



Clustera



4 Hr



12 Hr



24 Hr



48 Hr



72 Hr



8 9 11 19 26 40 47 63



4.3 1.8 1.9 2.6 1.3 –1.5 –1.5 –1.6



–2.2 1.2 6.6 2.8 2.5 –2.3 –7.2 –3.3



–1.1 10.1 3.1 3.7 4 –4.1 –5.4 –18.4



–1.7 11.7 1.9 3.6 3.8 –6 –5.4 –6.1



–2.2 9.5 1.6 3.1 2.5 –7.1 –7.4 –6.6



γ-GCS Glutathione synthetase Mn-SOD Glutathione reductase Glutathione reductase Cu, Zn-SOD Glutathione peroxidase Catalase



Note: Data are presented as fold changes from hepatocyte pellet as determined using Affymetrix’s Data Mining Tool. a



Represents associated cluster from 8×8 SOMs.



downregulated over time, phase II enzymes demonstrated variable expression patterns. In general, expression of glucuronyl transferases either increased or was relatively unchanged over the 72-hour culture period (Table 7.3, part A) while sulfyltransferases and methyltransferases were predominately downregulated (Table 7.3, parts B and D, respectively) when viewed as a group. Furthermore, individual genes were regulated differently within family classifications, as exemplified by transcripts encoding proteins involved in glutathione conjugation (Table 7.3, part C). Here, glutathione S-transferase (GST)-α transcripts were downregulated with increasing time in culture, while GSTµ transcripts remained unchanged. Further evaluation of the dataset revealed a sevenfold upregulation of the fetal expressed GST-π isoenzyme transcript following 72 hours in culture.



7.3.3 PATHWAY ANALYSIS HEPATOCYTE DATA



AND



FUNCTIONAL GROUPING



OF



TEMPORAL



An important advantage of global expression profiling compared to individual gene regulation studies is the ability to monitor changes in entire metabolic pathways simultaneously. Three such pathways of particular interest were identified within this dataset. The first pathway of note included genes involved in the production and utilization of glutathione. Gamma-glutamylcysteine synthetase (γ-GCS) was upregulated four-fold at 4 hours, and glutathione synthetase was upregulated ten-fold at 24, 48, and 72 hours (Table 7.4). Genes responsible for utilizing glutathione (GSH) in the cellular redox cycle (GSH peroxidase, GSSG reductase, GST) were variably expressed (Tables 7.3 and 7.4). Figures 7.4 and 7.5 depict the 24-hour gene expression changes in gluconeogenesis and glycolysis, respectively. In general, the genes in the gluconeogenic pathway were downregulated while the genes involved in glycolysis were upregulated. A distinct observation within this dataset was the consistent and progressive upregulation of genes encoding proteins associated with the cytoskeleton and extracellular matrix (EM). In all, more than 40 different genes were induced, while few were repressed. Included in the list in Table 7.5 are mRNAs coding for proteins involved in the synthesis and maintenance of connective tissue and the basement membrane, proteins involved in actin synthesis and function, and others involved in matrix signaling, maintenance of shape, and cell motility. We found it difficult to draw lines of distinction in genes known to have multiple and sometimes diverse function when constructing this particular table. For example, several genes in Table 7.5 are involved in cell cycle progression through mitosis. Genes involved in hepatocellular proliferation and differentiation were also noted based on their chronological involvement in the cell cycle as depicted in Schematic 7.1 and Table 7.6. © 2003 by CRC Press LLC
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Glucose 6-phosphatase ↓ 33 fold
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FIGURE 7.4 Gluconeogenic pathway depicting important catalytic enzymes responsible for the formation of glucose from pyruvate. The fold change in gene expression level is given for each enzyme at the 24-hour time point. The fold change in gene expression levels can be found for remaining time points in the supplemental data section (http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html).



Hepatocellular genes involved in cellular priming were mostly unchanged at the mRNA level throughout the culture process. Exceptions were found that included two insulin-responsive genes, insulin growth factor binding protein I (upregulated 10-fold maximally), insulin-like growth factor I (downregulated 20-fold maximally), and interleukin-6 (IL-6) receptor ligand-binding protein (upregulation maximal-early) (Table 7.6, part A). Transcription factors involved in cell proliferation, such as nuclear factor kappa B (NF-κB), CCAAT/enhancer-binding protein (C/EBP), and hepatocyte nuclear factor (HNF), were found to be variably modulated at the early time points (Table 7.6, part B). Immediate-early genes were primarily unaffected or upregulated throughout the culture process. Exceptions included junB (downregulated 6-fold at 48 and 72 hours) and Egr-1 (Krox 24) (downregulated 4- to 6-fold at 12, 24, 48, and 72 hours after plating) (Table 7.6, part C). A few delayedearly genes, such as clone-6 (CL-6), hepatic Arg-Ser protein (HRS), and B-cell leukemia/lymphoma x gene (Bcl-x) were variably modulated with early upregulation of CL-6, early downregulation of © 2003 by CRC Press LLC
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Fructose 6-phosphate Phosphofructokinase ↑ 3.4 fold Aldolase A ↑ 9.4 fold



Fructose 1,6 bisphosphate



Triosephosphate Isomerase ↑ 2.5 fold



Glyceraldehyde 3-phosphate



1,3-Bisphosphoglycerate



Phosphoglycerate Mutase ↑ 3.2 fold Enolase ↑ 4.2 fold



Pyruvate Kinase ↓ 2.7 fold
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FIGURE 7.5 Glycolytic pathway and important catalytic enzymes responsible for the breakdown of glucose. The fold change in gene expression level is given for each enzyme at the 24-hour time point. The fold change in gene expression levels can be found for remaining time points in the supplemental data section (http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html).



HRS, and overall upregulation of Bcl-x (Table 7.6, part D). Cell-cycle progression requires a balance between positive and negative regulatory pathways. Evaluation of genes involved in cell-cycle regulatory pathways showed that, during culture, hepatocytes altered the expression of genes associated with the negative regulatory pathway of the cell cycle. Examples include G0/G1 switch gene (Gos-2) (downregulated 18-fold at 12 hours) and p53/p21 (upregulated throughout the culture process) (Table 7.6, parts C and E).



7.3.4 In Vitro/In Vivo COMPARISONS Treatment with the peroxisome proliferator fenofibrate produced robust changes in transcripts associated with lipid metabolism in both cultured hepatocytes and rat liver. As shown in Table 7.7, the majority of genes associated with fatty acid metabolism were induced in both models, and the magnitude of change was usually similar between in vitro and in vivo experiments. For example, © 2003 by CRC Press LLC



TABLE 7.5 Cellular Cytoskeleton and Extracellular Matrix Probe Set L13039 X06801 S76054 AA946503 S61868 D38056 U27201 X62952 X07648 X54617 M28259 X80130 AA894200 D42137 AF084186 X05566 M60666 M55534 U82612 AF097593 AF054826 U23769 X52815 AA817887 AF051895 U76714 AF054618 M15474 AA860030 L00191 AF083269 J00797 AA892333 V01217 D84477 S66184 S61865 AF080507 X05023 X70369



Gene Identification Annexin II Vascular a-actin Cytokeratin 8 α2-Microglobulin Ryudocan Protein b61 TIMP3: tissue inhibitor of metalloproteinase Vimentin Amyloidogenic glycoprotein Myosin regulatory light chain Fibronectin α-Actin Myosin Annexin V: (lipocortin V) α-Fodrin Myosin regulatory light chain α-Tropomycin 2 α-Crystallin Fibronectin 1 N-cadherin VAMP5 CLP36: subunit of Annexin II γ-Actin Prolifin Lipocortin V; Annexin V CARI Cortactin isoform C α-Tropomoycin β-Tubulin Fibronectin P41-arc α-Tubulin α-Tubulin β-Actin RhoA Lysyl oxidase Syndecan Mannose-binding protein Mannose-binding protein Pro a 1 collagen



Clustera



4 Hr



12 Hr



24 Hr



48 Hr



72 Hr



1 1 1 1 4 4 6



1.2 4.2 4.6 6.1 4.5 6.3 2.1



8.5 6 20 7.6 1.4 2.3 1.5



20 13.4 17.5 2 2.2 2 1.5



20 12.8 10.5 7.1 1.9 1.9 2.5



20 12.7 11.1 6.1 2.1 1.6 2.5



9 9 9 10 10 12 17 17 17 17 17 18 18 18 18 19 20 24 24 24 24 26 26 26 27 27 27 28 33 33 54 55 55



–2.8 –1.1 1.6 2.5 3.9 1.9 –1.3 1.4 1.5 1.6 2 1.5 2.4 2.5 3 2.8 1.5 –1.8 –1.3 –1 1.5 –1.1 1.4 1.5 1.2 1.4 1.4 1.5 1.3 1.4 –1.6 –2.1 –1.8



6 2.6 5.9 3.8 6.2 3.5 –1.3 –1 3 1.7 1.9 2.9 1.1 3.1 3.9 4.6 2.5 –1.9 1.2 1.7 1.2 1.9 2.1 1.7 2.1 1.8 2 1.1 1 –1.4 –2.3 –5.6 –2.7



9.2 6 8.4 6.7 6.1 2.4 1.8 2.7 4 3.3 3.3 4.3 5.6 3.8 5 4.3 2.6 3 2.8 3.3 3.4 4 4.3 2.4 3.2 3.2 2.8 1.6 1.5 2.9 –7.8 –7 –7.6



11 9.2 11.1 6.2 5 2.4 5.2 5.6 4.8 5.7 5.5 4.3 4.5 3.6 3 3 3 3.7 2.3 3.2 4.5 3.1 3.4 2.7 1.9 1.3 2.2 2 2.8 1.3 –2.4 –8.2 –8.7



18.3 14.8 14.3 7 7 2 10.3 7.7 7.4 7.4 9.1 4 4.4 4.1 5.7 3.4 3.7 7.5 4.6 5 6.8 3.4 3.1 4.1 1.9 1.1 2.3 2.7 4.4 4 –2.4 –6.1 –4.2



Note: Data are presented as fold changes from hepatocyte pellet as determined using Affymetrix’s Data Mining Tool. a



Represents associated cluster from 8×8 SOMs.



acyl-CoA hydrolase was increased greater than 100-fold in both experiments, whereas fatty-acidbinding protein (FABP) and delta3, delta2-enoyl-CoA isomerase transcripts were increased 14.9and 5.9-fold in vitro and 6.7- and 4.8-fold in vivo, respectively. From a biological standpoint, it can be seen that transcript levels for the rate-limiting enzymes in the peroxisomal and mitochondrial © 2003 by CRC Press LLC



β-oxidation pathways were markedly upregulated; acyl-CoA oxidase (ACO) levels were increased 12.6- and 3.0-fold in cultured hepatocytes and liver, respectively (Table 7.7). Similarly, carnitine palmitoyltransferase I (CPT I) mRNA was increased 3.1-fold in isolated hepatocytes and 2.0-fold in the liver. Further inspection of this dataset revealed that the majority of transcript levels common to both systems were increased, whereas only five transcripts were repressed in both systems (Table 7.8A). Comparison of the in vitro and in vivo data revealed that only a small subset of transcripts was differentially regulated (i.e., displayed opposite regulation in the two systems), with only three transcripts meeting the predetermined criteria for differential expression (Table 7.8B).



7.3.5 PREDICTIVE VALUE



OF



HEPATOCYTE CULTURE SYSTEMS



As shown in Figure 7.6, hierarchical clustering of gene expression data from primary rat hepatocytes treated with NHR agonists revealed three nodes, each corresponding to a unique ligand specificity: PPARα (fenofibrate and Wy14,643), PPARγ (troglitazone and rosiglitazone), or RXR agonists. PPARα and RXR agonist-treated hepatocytes gave overall expression patterns that were more similar to each other than to PPARγ-treated hepatocytes, as illustrated by their proximity in the dendogram. Cell Priming Genes
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SCHEMATIC 7.1 Representation of sequential gene induction categories in hepatocellular proliferation and the cell-cycle stage associated with gene induction.



TABLE 7.6 Hepatocellular Proliferation and Differentiation Probe Set



M58634 M58587 U65007 M92340 M17960 M26744 J04807 M98820 M15481



AB017044 L26267 S77528 X91810 X56546 L09647



Gene Identification



IGF binding protein I IL-6 receptor ligand-binding protein HGF receptor IL-6 signal transducer Insulin-like growth factor II IL-6 mRNA Insulin II gene IL-1β mRNA Insulin-like growth factor I



HNF-3γ NF-κB (p105) C/EBP-related transcription factor STAT-3 HNF-1 HNF-3β
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Clustera



4 Hr



24 Hr



48 Hr



5.1 3.4



5.4 3



3.9 3.1



5.4 1.9



2.1 2.3 1.4 1.1 1.2 –1.3 –1.3



1.1 3.4 1.3 2.3 2 1.2 –3.4



1.4 1.7 –1.2 1.6 –1 1.4 –3.5



2.3 1.5 –1.1 2 1.6 1.4 –5.4



1.6 1.3 –1.2 1.3 1.4 –1.4 –20



Factors 5.2 4.8 2.8



5.4 1.5 –1.1



2.6 4.4 –1.2



2.2 2.2 –1.2



2.5 2.7 –1.8



1.4 –2.2 –3.8



1.2 –1.7 –2.5



1.2 1.1 –1.5



–1 1.1 –1.1



A. Cell-Priming Genes 3 10.1 4 5.9 6 13 15 21 21 23 48 B. Transcription 4 5 8 15 50 57



12 Hr



72 Hr



1.1 1.2 –1.4 (continued)



TABLE 7.6 (CONTINUED) Hepatocellular Proliferation and Differentiation Probe Set



L22190 L77843 Y00396 Y00396 X02601 D37951 X06769 X06769 M64300 M61177 X54686 U75397 AA893235



U05784 U48596 L13619 U73142 U72350 L13619 U48596 D14591 L04485 L13635



X70871 U75925 X13058 L41275 D14015 U31668 D14015 D16309 D38560 M24604 D25233 AF090306 L11007 D16309 D14014 L25785



Gene Identification



SAP A PRL-1 c-myc oncogene c-myc oncogene EGF/H-ras-induced 53-kDa polypeptide MIB1 (c-myc intron binding protein 1) Rat c-fos mRNA Rat c-fos mRNA ERK-1 ERK-1 PJunB Egr-1 (Krox 24) G0/G1 switch gene 2 (Gos-2)



MAP 1A/1B MAPKKK (MEKK-1) Insulin-induced growth response protein CL-6 P38 MAPK Bcl-x alpha Insulin-induced growth response protein CL-6 MAPKKK (MEKK-1) MAPKK MAPKK Insulin-induced growth response protein HRS



Cyclin G Rb susceptibility gene mRNA P53 nuclear oncoprotein mRNA P21 (WAF-1) Cyclin E E2F Cyclin E Cyclin D3 Cyclin-G-associated kinase PCNA/cyclin Rb mRNA Rb-binding protein Cdk4 Cyclin D3 Cyclin D1 TGF-β1-induced transcript i4
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Clustera



4 Hr



C. Immediate-Early Genes 2 11.8 4 8.5 5 2.9 5 2.7 13 1.5



12 Hr



24 Hr



48 Hr



72 Hr



20 3.4 1.3 1.8 2.5



20 2.1 4 3 1.6



3.3 2.6 2.3 2.8 1.1



1.9 2.5 3.4 2.1 1.1



15



1.3



1.5



–1.5



–1.2



1.1



22 23 26 28 39 47 62



1.1 –1.2 1.5 –1 –1.2 1.8 –12.9



1.8 1.1 1.3 1.4 –1.2 –4 –17.5



1.2 –1.3 3.1 1.7 –1.8 –5.4 –2.2



–1.5 –1.6 3.7 2 –6.2 –6 –2.1



1.3 –1.9 2.5 2 –6.4 –4.4 –2.3



14.9 6.4 1.7



8.1 4.5 –1.1



6.1 3.5 –2.3



4.7 4.1 –1.8



D. Delayed-Early Genes 2 8.6 3 7.5 4 5.5 4 5 8



5 2.4 3.9



4.7 2.7 1.5



2.2 2.8 –1.3



1.8 2.5 –1.8



1.9 3.5 –1.9



14 15 26 60



2 –1 1.5 –2



2 1.5 2.6 –3.8



–1.3 –1.1 1.8 –1.6



1.5 1.2 4.2 –1.4



1.7 1.4 3.9 –1.1



13.6 1.3 3.5



6 3.6 9.6



7.6 –2.2 1.4



9.5 –1.2 7.6



5.4 2.3 –1.2 1.6 1.1 2.3 1.3 1.2 1.5 1.3 –1.3 –1.5 –11



6.2 1.9 –1.7 1.1 3.3 4.4 –1 2 1.4 1.3 –1.5 –3.6 –6.5



3.8 1 1.6 –1.7 1.3 2.5 4.3 1.2 1.8 2.2 1.4 –3.6 –2.8



4.3 –1.2 –1.2 1 5.5 4.5 2.4 1.2 1.6 2.6 1.1 –1.3 –2.9



E. Cell-Cycle Genes 2 12.6 8 2.6 10 6.7 11 13 18 22 25 26 34 35 35 36 43 46 62



4.7 1.8 –1.8 1.4 1.7 1.7 1.1 1.1 –1 –1.6 –1.2 –1.5 –5.6



TABLE 7.7 Transcripts Induced Following Treatment with Fenofibrate Probe Set AB010428 AA924267 AF034577 K03249 X07259 J02749 M57718 X60328 J02773 U08976 J02752 AA893239 AB005743 AB010429 AI104882 Y09333 AF044574 D43623 J02791 U26033 D17695 D00729 D00512 AI170568 D13921 AA800120 AA892864 AA800243 AA891916 D00569 X65083 X98225 M77184 AI008020 AJ224120 D16479 L07736 J05470 Y09332 M26594 AA893000 AI013834 AB010635 AF063302 AI171090 D16478



Gene Identification



In Vitro



In Vivo



Acyl-CoA hydrolase CYP452 Pyruvate dehydrogenase kinase isoenzyme 4 (PDK4) Peroxisomal enoyl-CoA- hydrotase-3-hydroxyacyl-CoA bifunctional enzyme CYP452 Peroxisomal 3-ketoacyl-CoA thiolase CYP4A1 Cytosolic epoxide hydrolase Low-molecular-weight, fatty-acid-binding protein Peroxisomal enoyl hydase-like protein (PXEL) Acyl-coA oxidase 2-Hydroxyphytanoyl-CoA lyase Fatty acid transporter Acyl-CoA hydrolase-like protein Cytosolic epoxide hydrolase (Ephx2) Mitochondrial very-long-chain acyl-CoA thioesterase Putative peroxisomal 2,4-dienoyl-CoA reductase (DCR-AKL) Carnitine palmitoyltransferase I (CPTI)-like protein Acyl-CoA dehydrogenase medium chain Carnitine octanoyltransferase Water channel aquaporin 3 (AQP3) Delta3, delta2-enoyl-CoA isomerase Mitochondrial acetoacetyl-CoA thiolase precursor Mitochondrial 3-2trans-enoyl-CoA isomerase Mitochondrial acetoacetyl-CoA thiolase Carnitine/acylcarnitine carrier protein Monoglyceride lipase Cell-death-inducing, DFFA-like effector a (CIDEA) Membrane interacting protein of RGS16 (Mir16) 2,4-Dienoyl-CoA reductase Cytosolic epoxide hydrolase Gastrin-binding protein Parathyroid hormone receptor Cytosolic malic enzyme Peroxisomal membrane protein Pmp26p (peroxin-11) Mitochondrial long-chain 3-ketoacyl-CoA thiolase beta-subunit of mitochondrial trifunctional protein Carnitine palmitoyltransferase I



170.5 117.2 31.1 30.5



310.1 7.5 3.8 4.9



30.5 28.1 24.3 17.4 14.9 13.4 12.6 11.9 11 10.4 10.2 10 9 7.4 6.8 6.7 6.2 5.9 5.1 5.1 4.8 4.3 4.2 4.1 4.1 4 3.4 3.3 3.2 3.2 3.1 3.1



3.8 7.1 2.5 81 6.7 27.4 3 2.3 5 5.4 6.4 12.8 8.5 4.8 2 4.3 14.2 4.8 4 2.9 4.3 4 3.4 5 5.4 4.5 6 2.7 2.8 5.1 4.1 2.5



Carnitine palmitoyltransferase II (CPT II) Cytosolic-peroxisome-proliferator-induced acyl-CoA thioesterase Malic enzyme gene KIAA0564 protein Peroxisomal multifunctional enzyme type II Carboxylesterase precursor CPT Iβ 1, 2, 3 genes, alternatively spliced products 3-Hydroxy-3-methylglutaryl-CoA lyase (Hmgcl) Mitochondrial long-chain enoyl-CoA hydase/3-hydroxyacyl-CoA dehydrogenase alpha-subunit of trifunctional protein
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3.1



2



2.8 2.8 2.8 2.7 2.7 2.3 2.3 2.3 2.2



3.2 5.6 4.7 2.7 2.2 2.2 2.1 2.1 2.6 (continued)



TABLE 7.7 (CONTINUED) Transcripts Induced Following Treatment with Fenofibrate Probe Set D30647 M15114 AI171506 AA800315 AI176621 AA875269



Gene Identification



In Vitro



Very-long-chain acyl-CoA dehydrogenase DNA polymerase alpha Malic enzyme gene Peroxisomal farnesylated protein (Pxf) Iron-responsive element-binding protein Stearoyl-CoA desaturase



In Vivo



2.2 2.2 2.2 2.1 2.1 2



2.3 25.2 10.3 3.4 2.2 21.6



Note: Data are presented as fold changes from control, as determined using Affymetrix’s Data Mining Tool.



TABLE 7.8A Transcripts Repressed Following Treatment with Fenofibrate Probe Set



Gene Identification



In Vitro



In Vivo



L28135 S81478 AF026476 AF080468 AI235890



Glucose transporter type 2 gene PTPase = oxidative stress-inducible protein tyrosine phosphatase Transcription factor USF-1 Putative glycogen storage disease type 1b protein MHC class I RT1.C/E



–2 –2 –4.4 –2.2 –4.6



–2.1 –2.1 –3.1 –2 –2.2



Note: Data are presented as fold changes from control, as determined using Affymetrix’s Data Mining Tool.



TABLE 7.8B Transcripts Differentially Expressed Following Treatment with Fenofibrate Probe Set AF014503 AI102795 AA893235



Gene Identification p8 Pleiotrophin (heparin-binding factor) G0 /G1 switch gene 2 (Gos-2)



In Vitro



In Vivo



–2.2 2.5 3.8



2.1 –2.5 –2.6



Note: Data are presented as fold changes from control, as determined using Affymetrix’s Data Mining Tool.



Wy14,643 PPARα Fenofibrate LG100268 RXR Control



LG100324 Troglitazone PPARγ Rosiglitazone



FIGURE 7.6 Hierarchical clustering of gene expression profiles from primary rat hepatocytes treated with nuclear hormone receptor ligands (PPARα, PPARγ, or RXR) for 48 hours in culture. © 2003 by CRC Press LLC



7.4 DISCUSSION Primary isolated hepatocytes have become a standard in vitro model used to advance our understanding of liver biology and xenobiotic metabolism. Ideally, in vitro hepatocyte models should provide an environment that allows for the maintenance of differentiated hepatocytes. The loss of specialized cellular functions that results from the culturing process is referred to as cellular dedifferentiation. Classic evaluations have utilized select markers (α-fetoprotein, γ-glutamyl transpeptidase (GGT), GST-π, tyrosine aminotransferase (TAT), connexin (Cx) 26, Cx 43, sorbitol dehydrogenase) or protein alterations involved in specific hepatocellular processes as general indicators of hepatocyte dedifferentiation.38–40 Through the use of these select markers and focused studies of hepatocellular processes, a description of hepatocyte dedifferentiation as we currently view it has evolved. Using microarray technology, our objective was to demonstrate the utility of global gene expression analysis to further elucidate changes in cultured rat hepatocytes over time, and to use this new information to clarify the general understanding of hepatocyte dedifferentiation. This study focused on transcripts that demonstrated changes at multiple time points and those that were part of functionally related sets of genes showing similar expression patterns. For direct confirmation of these temporal transcript changes, five transcripts were chosen for RT-PCR analysis, and all five reproduced the expression trends observed via microarray analysis. We chose genes with varying expression patterns for confirmation analysis to ensure that differences in both induced and repressed transcripts could be reliably reproduced. This confirmation process included multiple RT-PCR analyses of β-actin, for which the subtle, yet reproducible, increase in expression over time in culture precluded our initial attempt to use it as a housekeeping gene for normalization of RT-PCR data. By inspecting the number of transcripts up- or downregulated at different times throughout this study, we observed patterns in the overall transcriptional behavior of hepatocytes in culture (Table 7.1). Four hours after the cells were plated, more transcripts were induced than repressed when compared to the hepatocyte-enriched cell pellet. Upon removal from their in situ environment and placement into culture, hepatocytes demonstrated increased gene expression of many immediateearly genes associated with the stress response including metallothionine, heme oxygenase, superoxide dismutase, and heat shock proteins (see supplemental data section at http://pubs.acs.org/subscribe/journals/crtoec/supmat/index.html). As hepatocytes aged in culture beyond 4 hours, the trend reversed, and many downregulated transcripts appeared. Downregulation was more pronounced with genes previously determined to be of toxicological significance, as the proportion of downregulated genes was greater on the toxicology subarray than that on genomic arrays at all of the later time points (Tables 7.1 and 7.2). Additionally, the downregulation process appeared to be more reproducible than the upregulation response, as illustrated by the greater percentage of transcripts in agreement between repeat and replicate experiments in both Tables 7.1 and 7.2. Collectively, by considering the excellent agreement between transcripts at individual time points and the fact that our analyses focus on transcriptional changes over time, the trends in gene expression observed in this study can be deemed reliable and reproducible. One caution when using subarrays to study gene expression becomes evident by viewing the data presented in Table 7.1. As can be seen in this table, data derived from the toxicology subarrays is heavily biased toward genes downregulated over time. This is explained by inspecting the probe content of the rat toxicology subarray. This array is biased with many probes for transcripts encoding proteins studied by toxicologists which are preferentially downregulated under in vitro conditions utilized in the present study. Using a microarray containing thousands of genes, such as the rat genomic microarray employed in these studies, increases the aperture of expression analysis. Examples of gene expression changes that would have been missed if these experiments were to be conducted using the toxicology subarray include important transcripts associated with the cytoskeleton, extracellular matrix, and cell cycle (Tables 7.5 and 7.6). © 2003 by CRC Press LLC



In this study, transcripts were first grouped based upon their expression patterns (Figure 7.2), followed by functional classification to illustrate the underlying biological changes associated with monolayer culturing of hepatocytes. Maximally, 10% of the genes probed were affected at any singular time point, leaving 90% of the genes unaffected by the culture process. It is not the intent of this discussion to describe all transcriptional changes observed in this series of experiments; for a comprehensive view of all changes observed in this study, the reader is referred to the supplemental data contained on the ACS website. This supplement contains all transcripts that changed in at least one time point in a comprehensive cluster diagram. Several biological processes were transcriptionally affected in the study, and a few of these processes are discussed below.



7.4.1 PHASE I P450 METABOLISM Previous studies have established that many phase I biotransformation enzymes, particularly members of the CYP family, are downregulated with time in culture.22,23 An example of the downregulation of CYP genes can be seen in Figure 7.2B, where approximately 30% of the progressively downregulated members in this cluster are transcripts of the P450 family. Although this study confirms that most genes associated with phase I P450 metabolism are downregulated upon culturing, to generalize that all P450s are rapidly downregulated is misleading. Our studies reveal that P450 expression levels are heterogeneous in both timing and magnitude over the 72-hour culture period (Figure 7.3 and supplemental data). For example, expression of the CYP1 family (open bars) is downregulated between 24 and 48 hours, while the CYP2 and CYP4 families (gray and black bars) are downregulated between the 12- and 24-hour time points. The relatively constant expression of CYP3 (cross-hatch bars) may be due to inclusion of dexamethasone in the culture media, as dexamethasone is a CYP3 substrate. This interpretation is supported by the dramatic induction of the steroid-metabolizing cytochrome P450, CYP17α hydroxylase, and other transcripts induced in this study (also see supplemental data).23 It should be pointed out that some P450s remain inducible under monolayer culture conditions, despite the baseline gene expression decrease. We, along with other investigators, have previously demonstrated this with members of the CYP4A subfamily following treatment with peroxisome proliferators.42 This demonstrates that cultured hepatocytes do not lose their ability to express CYP4A genes; rather, these genes are selectively repressed under these in vitro conditions. In the current studies, many probes for liver-specific markers, in addition to the P450s discussed previously, were present on the microarrays. We evaluated several of these genes to determine if cultured hepatocytes downregulate the majority of liver-specific genes or if only a few of the better described families, such as the CYPs, were affected. Based upon the genes that we evaluated (i.e., α fetoprotein, vitamin-D-binding protein, α albumin), not all were differentially expressed, making a general classification of liver-specific markers difficult with the current gene expression dataset.



7.4.2 PHASE II METABOLISM Transcriptional changes representing elements of both adaptation and dedifferentiation, as defined earlier, were observed upon monitoring the expression of genes associated with phase II biotransformation. Uridine-5′diphospho-glucuronosyltransferases (UDP-GTs) represent a family of enzymes responsible for the conjugation of many endogenous and exogenous xenobiotics. As can be seen in Table 7.3, several UDP-GT genes are upregulated during culture. Dexamethasone has previously been shown to induce UDP-GT activity and may be responsible for the changes in UDPGT mRNA observed here.43 Sulfotransferases (STs) catalyze the conjugation of hydroxyl groups through transfer of inorganic sulfates. ST gene expression was dramatically downregulated following 12 hours in culture. Previous work in monolayer cultured rat hepatocytes studying sulfation in the presence of acetaminophen revealed that sulfyltransferases remain active in culture given appropriate sulfate, hormone, and substrate availability.44 The downregulation of ST gene expression © 2003 by CRC Press LLC



in this study may be related to the absence of these factors and illustrates the importance of understanding how varying culture environments affect gene expression. GSTs catalyze the initial step of GSH conjugation, where GSH itself (discussed below) serves as a nucleophile for metabolic conversion of xenobiotics. Previous studies using primary hepatocyte cultures have shown that activity levels of GST-α and GST-µ fall, while GST-π increases with time.45 GST-α is downregulated and GST-π is upregulated in this study, supporting these observations. In contrast to GST-α and GST-π, GST-µ mRNA levels were unchanged in the current study. This may represent a situation where mRNA expression levels are not indicative of protein content and therefore enzyme activity. The upregulation of GST-π is a classic marker of hepatocellular dedifferentiation. This gene is not normally expressed in adult liver, and its induction indicates a recapitulation of the fetal state.41 Methylation is a phase II conjugation reaction catalyzed by methyltransferases, and in the current study methyltransferase gene expression was primarily repressed. In total, expression of phase II metabolism gene expression is illustrative of both dedifferentiation and adaptation to the culturing process employed in these studies.



7.4.3 GSH PRODUCTION



AND



UTILIZATION



Hepatocellular GSH participates in critical cell survival defense mechanisms by detoxifying electrophiles and scavenging free radicals. GSH synthesis requires the catalytic activity of γ-GCS and GSH synthetase and is feedback regulated by competitive inhibition of γ-GCS by GSH. An early increase in γ-GCS mRNA most likely occurred due to lack of available cysteine.46 Cysteine is not stable in the culture media used in these studies, so in vitro hepatocytes must generate cysteine intracellularly either through methionine or cystine conversion to cysteine. This lack of cysteine would explain our data showing an early induction of γ-GCS followed by a return to baseline (Table 7.4). Glutathione synthetase, which is normally in excess, was further elevated at the mRNA level in these studies. Recent studies have demonstrated that over-expression of GSH synthetase does not lead to elevated GSH levels and is not damaging to the cell, while an under-expression of GSH synthetase will lead to γ-GCS accumulation and metabolic acidosis.47 The antioxidant function of GSH is critical for cell survival due to oxidative stresses associated with aerobic metabolism. In this study, GSH peroxidase mRNA was decreased along with other antioxidant enzymes such as catalase and Cu,Zn-superoxide dismutase, while GSSG reductase mRNA was increased (Table 7.4). The reduction of these genes in culture may render hepatocytes more susceptible to oxidative damage relative to the intact liver.



7.4.4 GLUCOSE METABOLISM Lactic acid, the end product of anaerobic glucose breakdown by glycolysis in the muscle, is converted to pyruvate, and then pyruvate is converted back to glucose in the liver through gluconeogenesis (Figure 7.4). In this study, the expression of genes encoding the enzymes of gluconeogenesis was significantly downregulated. This decrease in gluconeogenic gene expression is most likely an adaptive response to the culture system and can be attributed to the high levels of glucose in the culture media (2000 mg/L) and the lack of lactic acid production. Glycolysis converts glucose into pyruvate-yielding adenosine triphosphate (ATP) (Figure 7.5). In contrast to the enzymes of the gluconeogenic pathway, cultured hepatocytes had elevated expression levels of key glycolytic regulatory enzymes. These data are consistent with a shift from gluconeogenesis to glycolysis and provide evidence of the concomitant regulation of gluconeogenesis and glycolysis as an adaptive response to the culture environment.



7.4.5 CYTOSKELETON



AND



EXTRACELLULAR MATRIX



Upon culturing, hepatocytes change shape from their in situ cuboidal differentiated form to a more flattened dedifferentiated structure that adheres to the bottom of the plastic culture plate.48 This © 2003 by CRC Press LLC



physical change in cellular shape upon adherence must be accompanied by architectural changes in structural components of the hepatocyte and be controlled by signal transducing systems in a coordinated manner. Furthermore, the culturing of cells requires severing and reestablishing cellular contacts as cells are isolated from the intact liver and then plated. Many of these contacts are mediated through proteins that comprise the extracellular matrix. Cells often undergo apoptosis when deprived of an extracellular matrix;49 therefore, for cells to survive the process of culturing, a response to the mechanical disruption of their environment is needed. The extracellular matrix is a dynamic protein and polysaccharide network that provides cells with position and environmental information, while serving as a tissue-specific structure that controls cell function. Similarly, the actin cytoskeleton is a structure that underlies the cell membrane and contributes directly to the maintenance of cell shape.49 Because of the intricate interplay of this system, Table 7.5 was assembled to reveal more than 40 transcripts encoding for proteins associated with the cytoskeleton and extracellular matrix. As a general trend in these studies, these transcripts were upregulated dramatically, reflecting the need for cells to reestablish their connectivity and adapt to their new environment. It is interesting to note that some genes are transcriptionally upregulated very early, and these appear to be involved with the early process of hepatocellular reorganization. Genes induced at later time points appear to be involved with the later phases of cellular reorganization and connection. For example, the protein b61 is an immediate-early gene that binds to tyrosine kinases and has been postulated to be involved in local depolymerization of the actin cytoskeleton.50 This protein and ryudocan, a proteoglycan involved in assembly of focal adhesions, are induced maximally at the earliest time point investigated, presumably so that cells can reassemble their cytoskeletal machinery and make way for integrin signaling and rebuilding of the actin cytoskeleton. Subsequently, synthesis of structural proteins, such as the intermediate filament proteins cytokeratin and vimentin, are heavily upregulated at and beyond 12 hours of culturing. Finally, gene products that associate with the actin cytoskeleton, such as p41-arc and α-crystallin, as well as genes involved with cross-linking the newly synthesized actin cytoskeleton with phospholipids, are induced. Molecules involved in cellular adhesion and signaling through newly synthesized or rearranged focal adhesions are also upregulated at the latest time points investigated and include transcripts for cadherins, CARI, and the signal-transducing and actin-associated protein Rho A. Collectively, these changes in gene expression clearly demonstrate a reorganization of the extracellular matrix and cellular cytoskeleton that is necessary for cells to adapt and survive in their new culture environment. In addition, it is firmly established that the extracellular matrix profoundly influences the major programs of growth and differentiation.



7.4.6 CELL CYCLE



AND



DIFFERENTIATION



Parenchymal hepatocytes in adult liver are quiescent (held in the G0 phase of the cell cycle) and replicate infrequently. In response to insult, as indicated by a change in liver mass/body mass ratios, parenchymal hepatocytes retain the capacity to proliferate. A change in this ratio can occur through chemical, infectious, ischemic, or physical injury and results in hyperplastic hepatic regeneration. The advancement of hepatocytes through the cell cycle is transcriptionally coordinated, and transcripts responsible for this regulation can be broken into categories of cell priming (hormones, cytokines), transcription (signal transducer and activator of transcription 3 [STAT-3], C/EBP), immediate-early responses (c-fos, c-myc), delayed-early responses (CL-6, HRS), and cell-cycle alterations (cyclins, retinoblastoma gene [Rb]) (Schematic 7.1). Our evaluation of changes in these transcripts revealed an overall pattern indicative of maintaining hepatocytes in a nonproliferative state. These changes include the early downregulation of the immediate-early gene Gos-2, followed by the upregulation of the cell-cycle inhibitory genes p53 and p21. Data collected from cultured human blood mononuclear cells suggest that Gos-2 is required for the transition of cells into the G1 phase of the cell cycle.51 Evaluations of liver have revealed that the cyclin-dependent kinase © 2003 by CRC Press LLC



(CDK) inhibitor p21 can block the hepatocyte cell cycle in G1 and possibly G2.52 Expression analysis of p21 in cultured cells and mice has demonstrated a correlation between elevated p21 expression and withdrawal of cells from their proliferative cycle during cellular differentiation.53 Such correlative data put forth the possibility that p21 could play a role in regulating cellular differentiation through negative regulation of cell-cycle genes. Therefore, an upregulation in the expression level of p21 in this study may indicate that the hepatocytes are attempting to conserve a differentiated, G0 cell-cycle state.



7.4.7 APPLICATION



OF



HEPATOCYTE MODELS



IN



TOXICOGENOMICS



Treatment of primary rat hepatocytes with the PPARα agonist fenofibrate resulted in an alteration of gene expression characteristic of the in vivo response in rat liver. Comparison of hepatic gene expression profiles from fenofibrate-treated rats and primary hepatocytes revealed remarkable similarities in both the affected biological pathways and the rank-order magnitude of the response. To normalize the biological response between the isolated hepatocyte model and in vivo systems, an in vitro dose of 100 µM was selected, as it best approximated the peroxisomal β-oxidation data from a live phase study in which rats were treated with 300 mg/kg fenofibrate for 4 days (38.5 vs. 46.9 nmoles NAD reduced per minute, respectively). A number of changes in genes involved with fatty acid metabolism, including ACO and CPT I, were detected both in vivo and in cultured hepatocytes (Table 7.7). The majority of transcripts were induced in both model systems, whereas only five genes were downregulated more than 2-fold both in vitro and in vivo. These findings are consistent with mRNA induction of enzymes involved with fatty acid metabolism. Further inspection of the data revealed a subset of transcripts differentially regulated by fenofibrate in the two models. However, only a very small number of differentially regulated transcripts changed more than two-fold in both systems, and no biological significance appeared to be associated with these changes. For example, Gos-2 was increased 3.8-fold in cultured hepatocytes; however, levels of this transcript were decreased 2.6-fold in vivo. The ability of this in vitro system to parallel the in vivo response to compounds suggests that cultured hepatocytes could be used as a mechanistic model in preclinical drug development. Hierarchical clustering analysis was able to separate the NHR ligands PPARα, PPARγ, and RXR into distinct categories based upon their gene expression profiles from cultured rat hepatocytes (Figure 7.6). The choice of clustering metrics (Euclidean distance vs. Pearson’s correlation) or variable type (fold change vs. average difference) did not alter the clustering outcome, suggesting that the gene expression changes that drove the clustering are sufficiently robust to differentiate mechanistic classes of compounds. A large number of genes exhibited expression patterns common to all or several of the treatment groups, presumably reflecting the promiscuity of receptor-driven transcriptional effects between these classes. Despite the considerable overlap of genes induced by PPARα, PPARγ, and RXR ligands, differences in expression patterns were sufficient to drive the classes into separate groups, demonstrating the sensitivity of this approach for screening applications. In addition, PPARα and RXR ligands clustered together in a subgroup distinct from PPARγ ligands. This subgroup clustering is likely due to the abundance of PPARα and RXR and relative lack of PPARγ receptors in hepatocytes. These data demonstrate that clustering of expression data from in vitro models can classify compounds according to ligand specificity. This approach is further supported by studies showing the utility of large gene expression databases containing “signature” profiles of known toxicants in the prediction of compound-mediated toxicity of novel pharmacological agents.54,55 In total, cluster-based analysis of array data illustrates how primary hepatocytes can be used as a powerful predictive tool for toxicology and pharmacology screening.
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7.5 SUMMARY In summary, the data within this chapter provide a comprehensive, temporal gene-expression-based analysis of a traditional monolayer cultured hepatocyte system. From these studies, it is clear that transcriptional fingerprints at select points in time can be used to adequately describe biological responses associated with the transition of hepatocytes from the intact liver to an artificial culture environment. This study confirmed previously reported changes in gene expression of cultured hepatocytes that can appropriately be described as dedifferentiation. At the same time we were able to show other, adaptive biological responses associated with cell morphology, signaling, and metabolism. Although hepatocyte dedifferentiation was apparent, the expression levels of approximately 90% of the transcripts monitored in this study were unaffected by the culturing process, demonstrating that characteristics of the liver in situ are maintained in isolated hepatocytes. Collectively, these observations begin to define the cultured rat hepatocyte and will allow more informed interpretation of data derived from this in vitro model system.
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8.1 INTRODUCTION Gene expression profiling using microarray technology is now commonplace in toxicological research. Decreased costs and increased efficiency and reliability, along with an extensive number of genes represented in multispecies arrays, make high-throughput genomics an extremely attractive option. Microarrays are most commonly used in toxicology to examine global gene expression patterns resulting from an acute toxic exposure. Gene array profiling need not be limited to classical studies of dose vs. response but should be expanded to include studies examining tissue, sex, age, and species differences within chemical treatment profiles. As datasets are accumulated, methods for the analysis of coordinately regulated genes in the study of toxic outcomes will be expanded to incorporate the complex regulatory networks of chemically induced responses and chemically mediated disease processes. By deciphering the links between toxic exposures and transcriptional responses, toxicologists will be able to use high-throughput methods to distinguish gene expression profiles, use those profiles to delineate the role of toxic agents in the disease process, and ultimately devise methods to prevent their adverse effects. Tetrachlorodibenzo-p-dioxin (TCDD), the prototypical dioxin compound and ubiquitous environmental contaminant, originates as a byproduct of incineration, industrial waste, and incomplete combustion of fossil fuels. Dioxin accumulates in organisms primarily through low levels of consumption through the food chain.1,2 The prevalence of this chemical in the environment has resulted in it being one of the most studied environmental contaminants. The numerous toxic effects associated with dioxin and dioxin-like compounds are suspected to result from alterations of highly regulated genes, leading to critical changes in the normal physiology of the organism. Despite detailed observations of the biological effects of dioxin exposure, the exact mechanisms leading to these effects are widely speculative and relatively unknown. Toxicologists now have the ability
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to examine altered gene expression profiles on multiple levels, including cell-, tissue-, and organismspecific effects, through the use of macro- and micro-gene arrays.



8.2 DIOXIN AND THE ARYL HYDROCARBON RECEPTOR It is generally accepted that the vast majority of the effects of dioxin arise from its ability to bind the aryl hydrocarbon receptor (AHR), a member of a family of transcription factors containing basic helix–loop–helix and Per–ARNT–Sim homology domains (bHLH-PAS). Founding members of the family include the mammalian AHR nuclear translocator (ARNT) protein (HIF-1β), the Drosophila neurogenic protein Sim (“single-minded”), and the Drosophila circadian rhythm protein Per (“period”).3–6 In response to agonist binding in the PAS domain, the cytosolic AHR undergoes a conformational change, translocates to the nucleus, dissociates from two 90-kDa heat shock proteins (HSP90) and XAP2,7–10 and dimerizes with ARNT.3,11–13 Binding of this heterodimeric complex to AHR responsive elements (AHREs; also known as dioxin responsive elements [DREs] or xenobiotic-responsive elements [XREs]) in the promoter region of dioxin-responsive genes results in an alteration in their rate of transcription (Figure 8.1). Many genes respond to dioxinmediated activation of the AHR in this manner, including several phase I and phase II detoxification genes, such as CYP1A1, CYP1A2, CYP1B1, GST-Ya subunit, NAD(P)H menadione oxidoreductase-1, UDP-glucuronosyltransferase-1A6, and aldehyde-3-dehydrogenase-3.14–18 The classic toxicological example of dioxin-mediated gene regulation is the induction of CYP1A1. Much of what is known of AHR biology results from studies designed to analyze the mechanism of CYP1A1 transactivation by the dioxin-activated AHR. The molecular and biological aspects of the AHR and its role in P450 induction have been extensively studied.19,20 The ligandbound AHR transactivates CYP1A1, as well as CYP1A2 and CYP1B1, leading to metabolic activation of those ligands — namely, the polycyclic aromatic hydrocarbons (PAHs). Cl
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FIGURE 8.1 Mechanisms of dioxin-induced gene alterations. In response to dioxin binding to the cytosolic AHR, a conformational change results in dissociation from two 90-kDa heat shock proteins (HSP90) and XAP2, translocation to the nucleus, and dimerization with ARNT. Binding of this heterodimeric complex to AHREs (see top of nucleus) in the promoter region of dioxin-responsive genes results in an alteration in their rate of transcription. In the lower nucleus, the ligand-activated AHR can also interact with RB protein (solid line) and/or E2F (dotted line). This interaction is critical for the transcriptional regulation/repression of E2Fdependent and cell-cycle-specific genes. © 2003 by CRC Press LLC



The generation of transgenic and gene knockout mice has allowed the analysis of the effects of TCDD on specific genotypes. Of particular interest has been the development of Ahr-knockout mice by three separate laboratories21–23 and the development of CYP1A1-, CYP1A2-, and CYP1B1null mice.24–26 Several laboratories are attempting to generate mice lacking multiple genes by crossbreeding these different knockout mice, an effort hindered by the close linkage between the CYP1A1 and CYP1A2 genes.27,28 CYP1A1 and CYP1A2 are separated by 23 kb and oriented in opposite directions, indicating that the 5′ flanking region is shared between these two genes. The presence of multiple AHREs upstream of both genes suggests that the regulatory elements that control dioxinmediated CYP1A1 expression may also control the regulation of CYP1A2 by AHR agonists.28 TCDD-mediated toxic and pathological effects are not observed in Ahr –/– mice at doses 10 times higher than those that result in severe toxicity in Ahr+/+ mice.29 Similarly, benzo[a]pyrene (BaP), another prototypical AHR agonist and potent tumor initiator and promoter, does not induce lesions in the livers or skin of mice lacking the AHR.30 AHR knockout mice have allowed researchers to study the role of the AHR on the expression of genes important for metabolism of such xenobiotics and, considering the role of the Ah receptor in other cellular processes, of genes involved in cellcycle regulation, signal transduction, and apoptosis. Many of the effects of dioxin, or the lack thereof, may best be explained by differences in AHR binding affinities within and among different species. In mice, the Ahrb1, Ahrb2, and Ahrb3 alleles code for a variant of the AHR with higher affinity for ligand than the AHR encoded by the Ahrd allele. The Ahrb1 allele occurs in C57, C58, and MA/My inbred strains, whereas the Ahrb2 allele is carried by the C3H, BalB/cBy, and A inbred strains. The Ahrb3 allele is present in Mus caroli, Mus spretus, and MOLF/Ei, and the Ahrd allele occurs in AKR, DBA/2, and 129 strains.31,32 AHRresponsive C57BL/6 mice have a receptor with an affinity for agonists approximately 10 to 20 times higher than that of the AHR in the nonresponsive DBA/2J strains.33 The Ah receptors in these two strains differ by an Ala-to-Val mutation at amino acid 375.31,34 The equivalent position in the human AHR is at Val-381, which, when mutated to Asp, completely abolishes ligand-binding activity of the human receptor.35 In humans, differences in AHR ligand-binding affinity due to polymorphic variations may result in individual differences in dioxin-mediated susceptibility to disease.35,36 Because the effects of dioxin on gene regulation occur as a result of binding of AHR–ARNT complexes to cis-acting promoter sequences, researchers have focused on the temporal and spatial expression of the AHR to gain a perspective on its functions. Expression of the gene encoding the AHR occurs in a tissue- and developmentally specific manner.37 The promoter of the AHR gene is G–C rich and contains no TATA or CAAT boxes. Analyses of the promoter sequence have revealed elements that are present in many housekeeping genes, including several binding sites for the transcription factor Sp-1, a cAMP response element, an AP-1 binding site, E-box sites, and two elements demonstrated in other genes to confer placenta-specific expression.38,39 In addition, the AHR regulates its own expression. The ligand-bound AHR activates the transcription of a novel repressor gene, encoding the AHR repressor (AHRR), which interacts with ARNT and represses transcription of the AHR gene. The AHR and AHRR form a regulatory circuit in the xenobiotic signal transduction pathway which suggests a novel mechanism for regulation of AHR function that may determine tissue-specific sensitivity to environmental pollutants.40 Some of the highest levels of AHR gene expression are found in the lung, while moderate levels are found in liver, thymus, placenta, brain, heart, and spleen, and low levels are found in skeletal muscle.41 AHR gene expression can be altered by TCDD, phenobarbital, serum and mitogens, retinoic acid, and transforming growth factor β (TGF-β).42–46 AHR gene expression is also dependent on chromatin structure, as indicated by treatment of tissue culture cells with chemicals that affect histone deacetylase (HDAC) activity. HDAC inhibitors, such as sodium butyrate and trichostatin A, increase the constitutive activation of the AHR gene promoter. Blocking histone acetylation with the E1A oncoprotein, a negative regulator of the CBP/p300 histone acetylator complex, results in a decrease in AHR promoter activity.47 © 2003 by CRC Press LLC



Despite countless reports of exogenous ligands binding to the AHR, an endogenous, physiologic ligand has yet to be identified. Several studies have demonstrated that endogenous AHR ligands may exist. Putative ligands include the tryptophan derivative, indole[3,2-b]carbazole, biliverdin and bilirubin, and lipoxin A, an arachidonic acid metabolite.48–50 Cell-specific activation of the AHR in the absence of exogenous ligands has also been known for quite some time. Singh et al.51 found that the AHR/ARNT complex is localized to the nucleus in HeLa cells in the absence of exogenous ligands, and similar findings were observed by Chang and Puga,52 who reported that the endogenous AHR ligand is a likely substrate for CYP1A1 and CYP1A2. The search continues with the hope that once the putative ligands are found, questions can be answered as to the role of the AHR, independent of its ability to regulate xenobiotic metabolism. Our laboratory, as well as others, has found that the AHR interacts with the retinoblastoma (RB) protein and that this interaction is critical for the transcriptional regulation of E2F-dependent and cell-cycle-specific genes (Figure 8.1).53–56 We can ask questions based on these data that relate not only to AHR-dependent signaling mechanisms for xenobiotic detoxification, but also to transcriptional responses from complex protein interactions involving the AHR. Through the use of microarray analysis, these questions can be addressed in a relatively short time and at a low cost. One of the difficulties in interpreting gene expression changes following a TCDD challenge is that the outcomes exhibit cell-type and cell-cycle dependence. For example, in murine hepatoma Hepa1c1c7 cells, constitutive CYP1A1 mRNA levels are reduced by more than 45% in TCDDchallenged cells arrested at G2/M of the cell cycle by tubulin disruption and stabilization relative to TCDD-challenged asynchronous cultures.57 Accumulation of the dioxin-inducible gene, NAD(P)H quinone oxidoreductase-1 (NQO-1), was also reduced in tubulin-destabilized G2/M synchronized cultures challenged with dioxin.57 Of particular interest regarding the role of the AHR in cell-cycle control is that a decline in CYP1A1 mRNA is independent of both AHR protein levels and nuclear translocation, but TCDD responsiveness is restored when these cells are released from G2/M. Furthermore, dioxin-altered CYP1A1 expression levels during G1/S are much greater than in early G1 or in G2/M.57 It should be noted, however, that only two dioxin-inducible genes were examined in this study, and the observations may not be universal. The effect of AHR on cell-cycle events was observed for other phase I CYPs as well. Induction of CYP1B1 or CYP1A1 transcription in vascular smooth muscle cells (vSMCs) is less responsive to TCDD than to BaP.58 Vascular endothelial cells (vECs) preferentially express inducible CYP1A1, whereas, vSMCs express inducible and constitutive CYP1B1.58,59 TCDD exposure does not result in increased PAH metabolic capacity as determined by aryl hydrocarbon hydroxylase (AHH) activity in vSMCs; however, AHH activity is increased in Ahr–/–, as well as Ahr+/+ vSMCs as a result of BaP challenge in a cell-cycle-dependent manner.58 Dioxin increased levels of CYP1A1 and CYP1B1 mRNAs in the human mammary carcinoma MCF-7 cell line and uterine cancer line RL95-2, but not in lymph node cancer of the prostate (LNCaP) cells.60 The differences in expression of these two dioxin-sensitive genes appear to be related to cell-type-specific methylation patterns of the AHRE in the 5′ promoter regions.60 Methylase inhibitors restore CYP1A1 expression in LNCaP cells, but do not change expression in the aforementioned cell types.60 Furthermore, TCDD caused LNCaP cells to block testosterone-mediated transcriptional activity, and testosterone inhibits TCDD-mediated expression of CYP1A1.60,61



8.3 DIOXIN AND THE DISEASE PROCESS Most epidemiological data on the human health effects of dioxin have been derived from accidental industrial exposures, particularly the high-profile cases at Seveso, Italy, in 1976 and at Hamburg, Germany, in 1953.62,63 Employees and people in surrounding areas were exposed to relatively high levels of TCDD for prolonged periods, resulting in increased incidence of thyroid disease, appendicitis, infectious diseases of the intestine and upper respiratory tract, peripheral nervous system disorders, and chronic liver disease.63 These accidental exposures were not limited to Europe. In © 2003 by CRC Press LLC



Verona, Missouri, and Newark, New Jersey, workers exposed to trichlorophenol and 2,4,5-trichlorophenoxyacetic ester exhibited elevated gamma-glutamyl transferase enzyme and high-density lipoprotein levels, as well as elevated testosterone in males and increased luteinizing and folliclestimulating hormones in females.63,64 Despite obvious adverse health effects in humans exposed to dioxin and dioxin-like congeners, laboratory animal models develop adverse effects at doses that are seemingly benign in humans. In some cases, human body burdens of dioxin range from 13 to 7000 ng/kg, a range that is associated with developmental toxicity in laboratory animals exposed in utero.65 TCDD levels of 25 µg/kg of body mass have been reported in humans, an extremely high and ultimately lethal level in laboratory animals.66,67 By comparison, TCDD levels for individuals exposed in Seveso were approximately 10 µg/kg, which translates into 56 µg/kg in lipids circulating in the blood in adults.66 As in humans, rats and mice exposed to TCDD display a variety of adverse biological effects, including wasting syndrome, thymic involution, immune system dysfunction, reproductive and developmental effects, teratogenesis, epithelial hyperplasia and metastasis, and cardiovascular disease.68–70 In contrast, TCDD has been found to be chemoprotective in that exposure reduces the incidence of breast cancer in laboratory animals.71,72 Epidemiological data from Seveso indicate a similar protective effect in humans.73 Additional lines of evidence suggest that dioxin has the ability to inhibit tumor growth, as well as act as a tumor promoter. TCDD inhibits the proliferation and metastasis of tumor cells in vitro in an AHR-dependent manner,72,74,75 most likely by altering apoptotic and cell-cycle regulatory events.53–56,76 These findings have been eclipsed by the obvious tumor-promoting ability of dioxin.77,78 This effect also results from the ability of dioxin to alter gene expression patterns and/or interfere with cell-cycle regulatory events.54–56,76 The ability of TCDD to act as a tumor promoter has been directly attributed to its ability to inhibit apoptosis, thereby reducing elimination of “initiated” cells in several in vitro and in vivo systems, an effect that is dependent on the AHR.79 The effect of dioxin on apoptosis has been attributed to several distinct but incompletely understood mechanisms, including modulation of p53 levels and downregulation of TGF-β transcription.80 The AHR may also modulate the cellular response to apoptotic stimuli via its role in the RB pathway, particularly regarding the E2F transcription factor, a known mediator of apoptosis under conditions of cell-cycle deregulation (Figure 8.1).81 The AHR has some ability to alter the transactivation activity of E2F in the absence of RB,56 the outcome of which is currently unknown. The above scenarios of simultaneous tumor growth inhibition and tumor promotion resulting from TCDD exposure, while seemingly contradictory, are likely attributable to the cell- and tissue-specific effects of dioxin discussed earlier in this chapter. Although absolute causality of dioxin-associated disorders is not well established, it should be acknowledged that individuals in the human population exposed to dioxin differ in their responses to this toxicant. A major focus in our laboratory is the effect of dioxin and PAHs on gene expression patterns, a probable key to understanding differential susceptibilities and cell-type-specific effects of dioxin exposure. Included in the range of responses to dioxin is the development of cardiovascular disease. TCDD is associated with cardiac abnormalities, such as dilated cardiomyopathy, and with symptoms of congestive heart failure.82 Exposure to dioxin and dioxin-like compounds may play an important role in the onset and progression of ischemic heart disease. This hypothesis is gaining strong support, owing to the similarities in origin and progression of the atherogenic and carcinogenic processes.83 Dioxin likely affects multiple components of the cardiovascular system. The ability of TCDD to alter lipid metabolism was first reported nearly 20 years ago. Lovati et al.84 found that 20 µg/kg TCDD resulted in a significant increase in plasma triglyceride levels, specifically the LDL fraction, in New Zealand rabbits fed both a normal or a 0.5% cholesterol diet. This work suggested that TCDD might block the degradation or uptake of triglycerides, resulting in hypertriglyceridemia. Recently, our laboratory reported that Apoe+/+ and Apoe–/– mice challenged with TCDD demonstrated increased serum triglyceride levels, particularly of the LDL fraction.70 An increase in © 2003 by CRC Press LLC



atherosclerotic lesions was also observed in Apoe–/– mice challenged with 150 ng/kg TCDD three times a week for 7 to 26 weeks, with no lesions reported in Apoe+/+ mice. Vascular smooth muscle cells, the key cellular component in atherosclerotic plaques, challenged with 1 nM TCDD exhibit increased expression of caspase-1, p21waf/cip1, cyclin D1, mdm2, p15, and p57 mRNA by more than twofold. Coordinately, expression of the proteins encoded by these genes was also altered; however, the temporal patterns did not always coincide with mRNA expression, indicating that TCDD may control the regulation of these critical proteins at both the translational and transcriptional levels. These data indicate that TCDD may increase the incidence of ischemic heart disease through dual mechanisms by: (1) increasing lipid metabolism, and (2) altering gene expression patterns in the vasculature.70



8.4 CONSIDERATIONS IN THE USE OF MICROARRAYS TO STUDY DIOXIN Toxicologists are primarily concerned with the adverse response of environmental chemicals on an exposed organism. Altered gene expression patterns observed in microarray experiments are often thought to be the result of a direct toxic response. This is a common misconception, owing to the implicit expectation that an exposure to a toxicant must be deleterious, though this is not always the case. This is similar to the concept of hazard vs. risk in risk assessment. Although an individual is exposed to a toxic compound, this does not imply a toxic response will take place, as the intricate workings of the whole organism can adapt until the threshold of the exposure is reached. As a case in point, altered gene expression patterns observed in TCDD-treated cells or tissues may be the result of an adaptive response that has little to do with a toxic outcome. The difficulty lies in determining in which category to place the response. Functional assays of cell proliferation, toxicity, and apoptosis serve to complement gene expression analyses by connecting altered genes that at first appear to have unrelated or contradictory functions. It may be that the changes observed for many of the genes in which expression is altered by a toxic exposure, such as heat shock proteins, apoptotic genes, and cell-cycle inhibitors, have an adaptive purpose that may be misconstrued as a toxic response. Clustering or the generation of hierarchies for sets of genes from microarray datasets that share similar patterns of expression is a critical step in identifying regulatory and functional pathways, thus resulting in logical and testable hypotheses. Those genes that share an expression profile are placed in a given cluster, and it is assumed the genes in a cluster are coregulated by a common regulatory mechanism. Gene clusters give the first clues as to possible cellular and molecular mechanisms of a toxic response. The construction of gene hierarchies based on mechanisms of transcription, function, location, systemic effects, and disease processes may facilitate gene grouping (Figure 8.2). The use of gene arrays as a toxicological method is unique in that the data obtained permit numerous interpretations of the results, rather than a single outcome from one assay. Thus, functional assays must accompany and complement microarray experiments to allow for logical interpretation of the numerous and often seemingly unrelated functions of the altered genes. Understanding the mechanism of a toxic response, acute or otherwise, requires knowledge of the biology of the exposed organism, and hypotheses must be proposed that incorporate mechanisms based on this knowledge. Microarray technology becomes extremely useful in this pursuit for two major reasons. First, once a gene expression profile — a transcriptional signature — has been generated for a particular toxic agent, the information becomes the starting point for the development of new hypotheses to characterize the mechanisms of toxicity. For example, if we observe that a given toxicant activates a receptor tyrosine kinase signal transduction pathway, we may expect that it will alter the expression of various proto-oncogenes, such as RAS, RAF, FOS, and JUN, a proposal that can be experimentally tested. Second, the transcriptional signature of the known toxic substance can be used as a reference point to compare the signatures of numerous other toxicants (Figure 8.2). © 2003 by CRC Press LLC
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FIGURE 8.2 Flow chart for examining dioxin-mediated global gene expression patterns. RNA isolated from dioxin-challenged cells or organisms is used to examine global gene expression patterns using microarray hybridization. These data are analyzed and subsequently used to develop a molecular fingerprint of dioxin exposure or lead to gene clustering and the development of functional hierarchies. The ultimate goal is to use the new data to develop new hypotheses that can lead to further understanding of the effects of dioxin.



Thus, toxicity testing in animal models may not have to be conducted with more than one agent (or, at most, a few agents) exhibiting similar transcriptional signatures. The transcriptional response to a toxicant may be initiated through a variety of signaling routes. Signals originating at the cell surface may be transmitted to secondary messengers through kinases or redox reactions that can activate cytoplasmic receptors and mitogen-activated protein (MAP) kinase cascades, resulting in a multivariate transcriptional response that can be detected by microarray analysis. Clusters and hierarchies, as mentioned above, facilitate gene groupings based presumably on common mechanisms of transcriptional regulation, function, and cell location, as well as systemic effects and disease processes. However, researchers must recognize and heed the limitations imposed by the current lack of knowledge of gene regulatory networks required to interpret gene array results properly. In recent years, the quest to discover novel pathways of dioxin-mediated gene regulation has resulted in three well-documented studies.85–87 The first of these was reported by our laboratory, in which we used microarrays to establish a database of TCDD-responsive genes in HepG2 cells. These results revealed many clusters of related gene functions and pointed to the possibility that interactions among these clusters may provide an explanation for the multiple effects of TCCD, in particular, and of AHR activation, in general.85 Expression of more than 300 genes was affected by dioxin treatment, including 114 that were upregulated and 196 that were downregulated by a magnitude of 2.1 or greater. Several hierarchical groups of genes altered by TCDD treatment were identified in these experiments, as well as seven gene groups, or clusters, that corresponded to welldefined cellular or biological processes. Of these clusters, four were of particular interest to cardiovascular biology, as they included genes involved in Ras/MAP kinase signaling pathways, calcium regulation, cardiovascular and pulmonary functions, and cell-cycle regulation and apoptosis. In addition, we identified genes involved in development, cell adhesion, cancer and metastasis, © 2003 by CRC Press LLC



drug metabolism and DNA stability, protein trafficking and membrane integrity, receptor-associated kinases and phosphatases, and transcriptional regulation.85 Similar results have been obtained with BaP, another AHR ligand. Like TCDD, BaP treatment in HepG2 cells altered the expression of genes critical for vascular functions, such as endothelial NO synthase, PAI-1, VEGF, FGL-2, troponin, and calmodulin-binding proteins, as well as genes involved in the regulation of cell cycle, signal transduction, and apoptosis.85 Signal transduction occurs via amplification of a stimulus that originates either at the cell surface or in the cytoplasm using secondary messengers, such as kinases, phosphatases, or redox reactions that activate cytoplasmic receptors and kinase cascades. The ultimate outcome is a transcriptional response that is observed as a “signature” of gene expression. The change in expression of numerous genes resulting from TCDD treatment was inhibited by the protein synthesis inhibitor cyclohexamide, suggesting that the effect of dioxin on these genes is secondary, rather than a primary transcriptional response. However, the effects of dioxin on other known targets, such as the genes for PAI-2 and IL-1β,88 FOS and JUN immediate-early gene families,89–90 COX-1 and COX-2,91–97 and tumor necrosis factor α (TNF-α),98–101 could be the result of a primary, secondary, or even higher order response resulting from cascade signaling events. The interest in dioxin-mediated gene regulation is the main focus in numerous laboratories. In a study closely resembling those described above, Frueh and coworkers87 examined gene expression changes in HepG2 cells challenged with 10 nM TCDD for 18 hours (compared to 4 and 8 hours in the study described previously).85 Of the more than 12,000 genes analyzed, 85 were upregulated and 27 were downregulated. These researchers confirmed the expression of a handful of these genes by northern blot analysis and reverse transcriptase–polymerase chain reaction (RT-PCR), including genes coding for CYP1A1, cot kinase, XMP, HM74, human enhancer of filamentation 1 (HEF-1), metallothionein, PAI-1, and HM74.87 The addition of cyclohexamide completely blocked TCDDmediated expression of XMP and metallothionein mRNA, indicating that, for these genes, dioxin acts through a nontranscriptional mechanism, possibly through additional transactivating proteins or secondary messengers. Many of the same genes were identified in both studies. More important are the unique genes that were identified in the two studies. These differences powerfully reveal the need for common protocols, resources, and, most importantly, reference standards, in order to allow comparability among microarray data sets. Microarray use has become widespread; hence, the proper means for comparing data arising from different laboratories is a key consideration. The lack of a common set of guidelines for data analysis is a major problem, and, at present, a standardized system for data analysis has yet to be developed to address this problem. The use of cell cultures and whole animals is essential for understanding the cell- and tissuespecific effects of dioxin. Data obtained from in vitro studies should be confirmed by in vivo studies, and vice versa. The effects of TCDD in vivo using C57Bl/6J mice were recently examined by Thomas and coworkers.86 The focus of their study was the identification of common mouse gene sets that can be used to predict responses to different toxicants. RNA isolated from livers of TCDDtreated mice was compared to liver RNA from vehicle-treated controls. These data were compared with other toxicants insults, including non-coplanar PCBs (PCB-153, Arochlor 1260, phenobarbital), peroxisome proliferators (Cipro, Wy-16,463), inflammatory molecules (TNF-α, lipopolysacharide, IL-6), and hypoxia-inducible agents (cobalt, phenylhydrazine) to generate gene expression profiles based on structural, as well as functional, differences in the chemicals. A set of 12 predictive genes for the various classes of chemicals were identified: CYP1A2, FMO5, CYP4A14, IL-18, CYP2B10, CYP4A10, mouse BMMT, CYP2C29, CYP1A1, SAA112, and two unknown transcripts. As would be expected, the two genes with the highest expression levels after TCDD challenge were CYP1A1 and CYP1A2, which were expressed at comparable levels in a time-dependent manner. One important aspect of this study that differed significantly from those discusses above was the use of whole mouse livers treated in vivo, rather than the use of the transformed human liver HepG2 cells. Cell lines in general are presumed to exhibit responses that result from mutations or epigenetic events that have accumulated during the process of in vitro propagation. Certainly, future experiments with transgenic and gene knockout mice with defined genetic backgrounds will address the © 2003 by CRC Press LLC



relevant issue of organ-specific gene expression profiles induced by TCDD or other AHR ligands and provide a complete picture of the molecular signature of dioxin exposure, both in vivo and in vitro, that can be used as toxicological markers.



8.5 INTERPRETING TOXICOGENOMIC DATA FROM DIOXIN STUDIES A major concern in interpreting microarray data is the application of appropriate statistical analyses, a problem that we have recently addressed in relation to our own microarray studies.85 Before any analysis is carried out, the significance of the numerical results must be determined. In dual-labeled microarray experiments, the fluorescent precursors Cy3- and Cy5-labeled dCTP or dUTP are incorporated into target cDNA using total RNA from control and experimental groups. By convention, DNA printed on the microarray slide is referred to as the probe and the fluorescent cDNA, made from the test mRNA, is called the target.102 The hybridization reaction is often referred to as competitive, although the probe is usually in large molar excess relative to either target, making hybridization essentially noncompetitive. The microarray slide is scanned by lasers set at specific wavelengths to excite the dyes, and the emitted fluorescence of the hybridized Cy3- and Cy5labeled cDNA targets is recorded as the sum total of the pixel intensities for each gridded feature, each feature representing a different gene in the array. Differential gene expression is dictated by the ratio of Cy3/Cy5 fluorescence in each feature. The critical criterion for inclusion of a cDNA in a group of either induced or repressed expression is that the balanced differential expression (i.e., the normalized Cy3/Cy5 pixel ratio for that grid feature) must be greater (if induced) or smaller (if repressed) than a certain arbitrary value at either tail of the distribution of all the values. This value must be determined for each experiment, because it depends on the variance of the experimental distribution of all the points in any given experiment, and it cannot be assumed that all experiments will have a homogeneous variance. If the value is set, for example, at Cy3/Cy5 Š 2 and this corresponds to a statistical likelihood of p < 0.05, then those genes are considered to be repressed by the treatment if Cy3/Cy5 < 0.5 and induced if Cy3/Cy5 > 2. However, when dealing with large numbers of genes, as is the case in microarray experiments, p < 0.05 may still correspond to a very large number of outliers, and its choice may lead to incorrect conclusions. Thus, for a 10,000-clone library, p < 0.05 will include roughly 500 genes at either end of the statistical distribution. These genes will score as up- or downregulated, but in fact are the result of chance alone. One way to reduce the number of apparently deregulated genes is to set the threshold at a higher value (for example, at p < 0.01), but this may force the corresponding Cy3/Cy5 ratios to unreasonable levels, such that only ratios > 4 or < 0.25 will score as induced or repressed, respectively. The preferred alternative solution is to include replicate microarrays for each experiment. At the same threshold level of p < 0.05, the probability that the same 500 genes would show up as outliers by chance alone a second time would be 0.052, or 0.0025%. Hence, with a single repetition, the number of genes erroneously included in a group is reduced from 500 to 25. A second repetition further reduces this number to just one gene. Experimental evidence from commercial microarrays indicates that, in a good experiment, 99% of the microarray spots display 0.7 differential expression when compared with themselves; thus, in experimental conditions, genes may be considered to be differentially expressed when they change by >1.4 or 


Repetition is the best approach to improve the reliability and statistical significance of microarray data. By increasing to three the number of microarray slides used for any one set of samples, outliers occurring by chance alone are effectively eliminated, increasing the overall statistical power of the analysis. It is also advisable to switch fluorescent labels in each repetition, such that control cDNA is labeled twice with Cy3 and once with Cy5, and the experimental cDNA is labeled twice with Cy5 and once with Cy3. The logic behind this stems from the observation that, at least for direct labeling procedures, the reverse transcriptase enzyme incorporates less effectively the longerside chain substituted Cy5-dUTP (or dCTP) than the shorter Cy3-dUTP (or dCTP), resulting in an apparent under-representation of Cy5-labeled targets, regardless of source (control or experimental). Therefore, indirect methods for labeling cDNA with Cy3 and Cy5 dyes (see http://www.microarray.org) essentially eliminate dye incorporation bias and are the most widely used and recommended. Nonetheless, switching the dye labeling for the control and experimental RNAs is still advisable to uncover all possible variability. It is essential to verify the results of microarray experiments by other quantitative means. It is a common observation that the level of differential gene expression determined from microarray hybridization results is not always in agreement with other means of expression analyses. In our laboratory, we use real-time RT-PCR (Real-time RT-PCR) amplification for this purpose. We design primers specific for the mRNAs of the genes detected by microarray hybridization and use these primers in conjunction with SYBR-green staining to quantify amplified DNA products. Real-time PCR allows one to complete a typical PCR experiment in less than 30 minutes, and the built-in fluorimetric detection system for in silico quantification of amplified products provides accurate quantitation of transcript abundance. A further advantage of this system is that several (up to four) different transcripts may be analyzed in the same reaction, thus allowing for the simultaneous quantitation of relative expression levels for different genes. Determining the changes in accumulated mRNA levels is required in order to fully understand the regulatory mechanisms that take place as a consequence of toxicant exposure. However, it is often the case that changes in mRNA levels are not accompanied by parallel changes in levels of the corresponding protein.104 Again, to fully understand the cellular response to a toxicant, it is necessary to determine the levels of the proteins encoded by the genes identified by the microarray data, as ultimately it is the changes in protein levels that dictate cell physiology. Consequently, an essential corollary to any microarray experiment is to prepare protein extracts from control and toxicant-exposed cells or tissues for further analysis. Interactive and higher order levels of regulatory complexity are beyond our current capabilities of dissection and are often overlooked when analyzing microarray data. For example, high-order regulatory complexity is a particularly difficult problem when whole-organ homogenates are used as the source of RNA in microarray experiments. Gene expression changes identified in wholeorgan arrays are likely the result of alterations that have taken place in a subset of cells or tissue. The identity of the cells, how they interact with other cells, and how the genes that they express affect the physiology of the whole organ cannot be known using these sorts of methods. If technically feasible, the cells in question should be cultured along with the different cell types from the same organ for additional microarray analysis that will complement total organ microarray analysis. Alternatively, specific groups of cells may be removed by laser capture microdissection from discrete tissue sections for further gene profiling analyses. This may provide a clearer insight into the significance of any expression profile changes. For example, vascular endothelial cells relay vital signals to vascular smooth muscle cells via cytokines that alter gene expression patterns and ultimately growth responses.83 Gene expression patterns of neither total aortic homogenates nor of independent cultures of endothelial and smooth muscle cells provide a complete picture of the transcriptional responses in the arterial wall. Co-culture experiments in trans-well chambers that allow physically separated cells to pass diffusible agents from one cell to another may help define which genes respond to primary signals and which to secondary signals resulting from cellular cross-talk. © 2003 by CRC Press LLC



8.6 SUMMARY The experiments discussed in this chapter demonstrate the diversity among microarrays and the challenges associated with examining the effects of TCDD, a clear example of the complexity of global gene expression patterns associated with dioxin exposure. Researchers have a long road ahead before a common protocol for performing microarray analysis is established. With the numerous micro- and macro-arrays commercially available, it will likely be years before this takes place. Once we have achieved our goal of unifying gene expression techniques, what do we hope to gain from our newfound knowledge? First, we, as toxicologists, can begin to utilize the available gene knockout and transgenic mice to their full potential to elucidate molecular targets of TCDD in the presence, as well the absence, of AHR, CYP1A1, CYP1A2, and CYP1B1, to name just a few. Second, we can develop disease- and toxicant-specific arrays, a process that is currently underway in some laboratories. But, this future may not be as near as we would hope as the gene expression profiles for dioxin, as with most toxicants, vary within each cell type, organ, and animal. Therefore, utmost care must be given to assure reproducibility and reliability of the data. What is most interesting, and disturbing at the same time, is that for all of the attention given to dioxin and its role in gene expression, the number of papers on the subject is limited.85–87 Given all of these facts, the future holds endless possibilities, and perhaps one day we will be able to analyze the toxic, as well as pharmacologic, response for thousands of chemicals with extreme accuracy and minimal time.
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9.1 INTRODUCTION Transcriptional activation of many antioxidant genes is mediated through a cis-acting enhancer named the antioxidant-responsive element (ARE). AREs have been detected in the promoters of the following phase II detoxifying enzymes: rat and mouse glutathione S-transferase (GST) Ya, rat GST P, rat and human NAD(P)H:quinone oxidoreductase (NQO1), and murine heme oxygenase1 (HO1).1,2 Several other phase II detoxifying enzymes and antioxidant genes such as γ-glutamylcysteine ligase catalytic (GCLC) and regulatory (GCLR) subunits, as well as ferritin heavy and light chains, are also suspected to be upregulated through ARE activation.3,4 AREs share a consensus motif (TGAC/TNNNGC) originally identified by mutational analysis of the rat GST-Ya ARE.5,6 Thus, identification of the ARE was an initial step leading to elucidation of the molecular mechanism for antioxidant response. A metabolite of the widely used food antioxidant butylated hydroxyanisole (BHA), tert-butylhydroquinone (tBHQ) is a known inducer of phase II enzymes in various model systems, including IMR-32 human neuroblastoma cells.7 Increasing evidence indicates that tBHQ induces these phase II detoxifying enzymes through the ARE and that the transcription factor Nrf2 (NF-E2 p45-related factor 2) is essential for ARE-mediated induction of these genes.1–4 Recently, our laboratory showed that activation of the human NQO1 ARE is dependent on Nrf2 and that tBHQ dramatically induces Nrf2 nuclear translocation in human neuroblastoma cells.8 The binding of Nrf2 to the ARE leads to transcriptional activation of a score of genes such as NQO1, HO1, multiple forms of GST, glutathione reductase (GR), and thioredoxin reductase (TR).9–16 Because the cis-regulatory motif acts as a binding site for Nrf2 to control expression, coexpressed genes sharing the same regulatory
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motifs are likely to be networked under the same regulatory control and could potentially be identified by high-throughput microarray analysis.



9.2 TIME-DEPENDENT CHANGES IN ARE-DRIVEN GENE EXPRESSION In the initial part of our study, we monitored the expression level of thousands of genes in parallel and tried to identify and characterize the time-dependent changes in gene expression associated with tBHQ treatment in IMR-32 human neuroblastoma cells using HuU95A Affymetrix oligonucleotide arrays.



9.2.1 DEDUCTION



OF THE



MAGNITUDE



OF



GENE EXPRESSION



IMR-32 cells were treated with tBHQ (10 µM) or vehicle (0.01% EtOH) for 24 hr initially, and four pairs of samples were generated over a 4-month period. All samples were analyzed using the human U95A arrays (Affymetrix). As shown in Figure 9.1A, dramatic variations were observed in the number of genes called different (increased or decreased), even between the pair-matched comparisons (bold in Figure 9.1A). Affymetrix gene expression software uses the difference call (see Chapter 3) as a basic parameter for evaluating transcriptional up- or downregulation. We employed an in-house approach and defined increased, decreased, or no-change levels of expression for individual genes based on ranking the difference calls from six 2×2, four 3×3, and one 4×4 matrix comparisons. Briefly, in this system we binned genes into five categories: no change = 0, marginal increase = 1, increase = 2, marginal decrease = –1, and decrease = –2. The cutoff value for increase or decrease was set as ±n2 (n Š 2) because of the presence of marginal calls. For example, in a 2×2 matrix that generates four datasets, genes called marginal increase (I)/decrease (–I) would have to be called in each comparison to pass the criterion of n2 = 4/–4; therefore, the cutoff in the 3×3 matrix would be n2 = 9/–9 and that in the 4×4 matrix would be n2 = 16/–16. Analysis of the data from the 8-hr time point by a Latin-square comparison is shown in Figure 9.1B. A significant decrease in the number of genes passing the rank analysis was observed when comparing the 2×2 matrix with the 3×3 matrix for both increased and decreased genes. Variability appeared to be greater in the number of increased genes than that of decreased genes (Figure 9.1B). This variability in gene number, however, does not reflect a consistent change in the same gene, thereby accounting for the low number of decreased genes following tBHQ treatment. These data indicate that a minimum of three independent samples should be run to determine differential gene expression between control and treatment groups. Application of this 3×3 matrix analysis to the microarray data at each time point (4, 8, 24, and 48 hr) led to the identification of approximately 200 genes for which the expression was consistently increased (196) or decreased (4).



9.2.2 FUNCTIONAL CATEGORIZATION Evaluation of the reproducibility of microarray data was based on the coefficient of variation (CV) (standard deviation divided by the mean) for average difference changes (ADC). Previsously identified ARE-driven genes such as NQO1, HO1, TR, GR, and GCLR were used to determine a rational cutoff value for CV. The CVs of these genes were all below 1.0; therefore, we considered this value as our cutoff. Only those changes complying with this criterion were considered further for functional categorization and clustering analysis. Of the 200 genes, 101 (1% of 9670 genes in U95Av2 chips) genes made the final list. These genes are listed by functional categorization in Table 9.1. Interestingly, there were no decreased genes, suggesting that tBHQ is a selective and potent activator of the ARE. Transcriptional upregulation peaked at 8 hr with more than 50% of listed genes showing increased expression at this time point. © 2003 by CRC Press LLC



A Group Jan-Control Feb-Control Mar-Control Apr-Control



B



Jan-tBHQ 171/283 503/1633 1164/493 1071/510



Feb-tBHQ 607/526 171/151 1878/368 1891/340



Mar-tBHQ 294/852 248/1703 597/300 529/345



Apr-tBHQ 1225/879 540/1290 1709/253 1658/252
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FIGURE 9.1 (A) Matrix comparisons (n × n) plus ranking analysis. By means of cross comparisons between treatment and control groups, genes are labeled as increased (I) or decreased (D). Data gathered from pairwise comparisons are bold. (B) Histograms of the number of genes labeled I or D. In addition to four pairmatched 1×1 comparisons (Jan., Feb., Mar., and Apr.), a random selection was conducted to generate six 2×2 (Jan.+Feb., Jan.+Mar., Jan.+Apr., Feb.+Mar., Feb.+Apr., and Mar.+Apr.), four 3×3 (Jan.+Feb.+Mar., Jan.+Feb.+Apr., Feb.+Mar.+Apr., and Jan.+Mar.+Apr.), and one 4×4 (Jan+Feb+Mar+Apr) matrix comparisons. Statistical analysis was conducted by one-tailed, unequal variance t-test. Significant p values (p < 0.05) and the comparisons are shown in the graph. (From Li, J. and Johnson J.A., Physiol. Genomics, 9, 137, 2002. With permission.)



One of the major clusters of transcriptionally activated genes in IMR-32 cells was the phase II detoxification enzymes. Within this category of genes were early-response genes (NQO1, HO1, GR, GSTM3, GCLR, and TR) and late-response genes (ferritin heavy and light chain). Interestingly, unlike other phase II detoxification enzymes, HO1 was transiently upregulated at 8 hr of treatment and not changed at 24 or 48 hr. Other antioxidative systems such as hepatic dihydrodiol dehydrogenase and its isoform, KIAA0119, malate NADP oxidoreductase, and breast cancer cytosolic NADP(+)-dependent malic enzyme were also found to be upregulated by tBHQ (Table 9.1). All of these genes ranked higher than other genes induced by tBHQ, suggesting their importance in the tBHQ-mediated antioxidant effect. These findings are consistent with previous reports by Burczynski et al.,17 suggesting that certain members of the human dihydrodiol dehydogenases are regulated by an ARE-type mechanism, even though no functional AREs have been found within the regulatory regions of these genes to date. The tBHQ-inducible human dihydrodiol dehydrogenase has also been shown to metabolize 4-hydroxynonenal and other products of lipid peroxidation, suggesting a physiologically relevant role for this inducible enzyme in the cellular response to oxidative stress.18 © 2003 by CRC Press LLC



TABLE 9.1 Overview of Transcriptional Upregulation Induced by tBHQ in IMR-32 Cells



Category of Genes Cell death/apoptosis



Chaperones/heat shock proteins



CNS-specific function



Cytoskeleton



Detoxification and antioxidative stress



GenBank Accession Number



SOM Clustering (3×4)



Description of Genes



D83699



C11



N/A



C8



Brain 3UTR of mRNA for neuronal death protein (harakiri) Bax delta



N/A



C0



Heat shock protein Hsp40 homolog



X87949



C1



W28493



C2



BiP protein (a member of Hsp70 family of chaperones) Heat shock 70-kDa protein 8



U79299



C3



Neuronal olfactomedin-related ER localized protein



AF009674



C3



Axin (AXIN)



U40572



C1



β2-syntrophin (SNT β2)



M25756



C5



Secretogranin II gene



Z48054



C3



Peroxisomal targeting signal 1



U73304



C4



CB1 cannabinoid receptor (CNR1)



AB023209



C4



KIAA0992 (palladin)



N/A



C11



Neurofibromatosis 2 tumor suppressor



L27745



C9



Voltage-operated calcium channel, α-1 subunit



AB012851



C8



Musashi (RNA-binding protein)



AB002323



C7



W26631



C4



Dynein, cytoplasmic, heavy polypeptide 1 (KIAA0325) Microtuble-associated protein 1A



X15306



C4



NF-H gene, exon 1



S67247



C1



M22299



C4



Smooth muscle myosin heavy-chain isoform (Smemb) T-plastin polypeptide



M81600



C7



NAD(P)H-quinone oxidoreductase



X15722



C6



Glutathione reductase



N/A



C3



Glutathione transferase M3 (GSTM3)



Z82244



C2



Heme oxygenase 1



N/A



C5



AL049699



C4



D17793



C6



Breast cancer cytosolic NADP(+)-dependent malic enzyme Malic enzyme 1, soluble (NADP-dependent malic enzyme, malate oxidoreductase) KIAA0119 (aldo-keto reductase family 1)



U05861



C7



Hepatic dihydrodiol dehydrogenase



X91247 L35546



C5 C2



Thioredoxin reductase γ−Glutamylcysteine ligase regulatory subunit



AL031670



C8



Ferritin, light polypeptide-like 1



J04755



C8



Ferritin H processed pseudogene



L20941



C7



Ferritin heavy chain (continued)
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TABLE 9.1 (CONTINUED) Overview of Transcriptional Upregulation Induced by tBHQ in IMR-32 Cells



Category of Genes DNA repair



Extracellular matrix Glycoprocess



GenBank Accession Number



SOM Clustering (3×4)



N/A



C2



N/A



C4



Description of Genes Human growth arrest and DNA-damage-inducible protein (gadd45) mRNA ERCC5 excision repair protein



AL050138



C1



Elastin microfibril interface located protein



M92642



C8



Alpha-1 type XVI collagen



U84007



C1



Glycogen debranching enzyme isoform 1 (AGL)



U84011



C5



Glycogen debranching enzyme isoform 6 (AGL)



L12711



C7



Transketolase (tk)



Immunosystem



D32129



C7



HLA class-I (HLA-A26) heavy chain



RNA processing/modification



L22009



C11



hnRNP H



AL03168



C8



Splicing factor, arginine/serine-rich 6 (SRP55–2) (isoform 2) Wnt-5a



Signaling



Transcription regulation



L20861



C5



N/A



C3



AJ011679



C3



Guanine nucleotide-binding protein Rap2, Rasoncogene related Rab6 GTPase activating protein



D79990



C2



Ras association domain family 2 (KIAA0168)



L36870



C3



MAP kinase kinase 4 (MKK4)



U35113



C4



Metastasis-associated mta1



M88714



C8



Bradykinin receptor (BK-2)



U46751



C0



Phosphotyrosine-independent ligand p62 for the Lck SH2 domain Protein kinase; Dyrk2



Y13493



C2



Z85986



C10



N/A



C11



X59656



C11



Clone 108K11 on chromosome 6p21 contains SRP20 (protein serine/threnione kinase) Interferon-inducible RNA-dependent protein kinase (Pkr) Crk-like gene CRKL (protein tyrosine kinase)



N/A



C9



Ptdins 4-kinase (PI4Kb)



L35594



C4



Autotaxin (ectonucleotide pyrophosphatase/phosphodiesterase) KIAA0132 (kelch-like ECH-associated protein 1)



D50922



C3



U66561



C1



Kruppel-related zinc finger protein (ZNF184)



X78992



C3



ERF-2



AF078096



C0



AF040963



C5



Forkhead/winged helix-like transcription factor 7 (FKHL7) Mad4 homolog (Mad4)



AF096870



C8



Estrogen-responsive B box protein (EBBP)



X87838



C11



β-Catenin



U19969



C3



Two-handed zinc finger protein ZEB



N/A



C9



DNA-binding protein (APRF)



D88827



C0



Zinc finger protein FPM3 (continued)
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TABLE 9.1 (CONTINUED) Overview of Transcriptional Upregulation Induced by tBHQ in IMR-32 Cells



Category of Genes Transcription regulation (cont’d)



GenBank Accession Number



SOM Clustering (3×4)



Description of Genes



U10324



C0



NF-90



X96381



C6



erm



Translation/posttranslation regulation



U20180



C10



Iron-regulatory protein 2 (IRP2)



D26600



C8



Proteasome subunit HsN3



Others



U29332



C4



Heart protein (FHL-2)



X64728



C1



CHML



AF055001



C0



AB007865



C3



Unknown



X54232



C0



Homocysteine-inducible, endoplasmic reticulum stress inducible, ubiquitin-like domain member 1 Fibronectin leucine rich transmembrane protein 2 (KIAA0405) Heparan sulfate proteaglycan (glypican)



Z25535



C2



Nuclear pore complex protein hnup153



D19878



C1



Transmembrane protein



U23070



C9



Putative transmembrane protein (nma)



AL031781



C3



AF070598



C6



Human ortholog of zebrafish Quaking protein homolog ZKQ-1 (isoform 1) Clone 24410 ABC transporter



U60644



C7



HU-K4 (phospholipase D)



AJ131581



C9



Latrophilin-2



AF061573



C0



Protocadherin (PCDH8)



AL039458



C4



DKFZp434N0910



AL080143



C3



DKFZp434N043



AL050261



C0



DKFZp547E2110



AL096729



C8



DKFZp434D044



AB007962



C3



KIAA0493



D38522



C1



KIAA0080



D26069 AB020685



C3 C6



KIAA0041 KIAA0878



D87443



C3



KIAA0254



AB011169



C3



KIAA0597



D87437



C6



KIAA0250



AB018285



C4



KIAA0742



AB002351



C6



KIAA0353



AI768188



C1



Homo sapiens cDNA



AW024285



C3



Homo sapiens cDNA



N92920



C3



Homo sapiens cDNA



AC004382



C9



Chromosome 16 BAC clone CIT987SK-A-152E5



Note: The genes upregulated by tBHQ are functionally categorized.. Self-organizing maps (SOMs) were used to group the identified genes into clusters, and the cluster number that each individual gene belongs to is provided (C0–C11). Source: Li, J. and Johnson, J.A., Physiol. Genomics, 9, 137, 2002. With permission.
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A Gene Name NQO1 GCLR GCLC HO1



B



T8h 10535.6±1074.0* 15498.5±1819.9* 5796.6±91.4 1507.1±386.4*



T8h



C8h



C8h 1758.4±249.2 1529.5±284.8 4024.8±734.4 -722.8±209.1



T24h C24h



T24h 14069.3±1355.1* 8331.7±1506.5* 5635.7±932.9 -1138.9±932.3



C



NQO1



NQO1



GCLR



GCLR



GCLC



GCLC



HO1



HO1



T8h



C8h



n=3 C24h 3754.3±847.4 2004.1±31.1 4348.5±169.0 -1124.9±557.6



T24h C24h



FIGURE 9.2 Verification of upregulated gene expression in IMR-32 cells treated by tBHQ. After treatment with tBHQ for 8 and 24 hr, total RNA (1 µg) from IMR-32 cells was extracted for (A) microarray analysis and (B) RT-PCR with specific primers for NQO1, HO1, GCLC, and GCLR. Statistical analysis was conducted by one-tailed, unequal variance t-test; “*” represents a significant difference of the average difference between control (C) and treatment (T) groups (p < 0.05). (C) Protein lysates from IMR-32 cells were prepared and subjected to western blot with specific antibodies toward NQO1, GCLC, GCLR, and HO1. (From Li, J. and Johnson J.A., Physiol. Genomics, 9, 137, 2002. With permission.)



Other categories of genes include those that enhance the growth and differentiation of neurons (neuronal olfactomedin-related ER localized protein, axin, NF-H), function as chaperone proteins or respond to heat shock proteins (hsp40 homolog, Bip protein), participate in various signaling pathways (Wnt-5a, MAPKK4, phosphotyrosine-independent ligand p62 for the Lck SH2 domain), and modulate transcription (KIAA0132 and ERF-2). Consistent with the microarray data (Figure 9.2A), reverse transcription–polymerase chain reaction (RT-PCR) and western blot confirmed the increase in mRNA and protein levels of several detoxifying enzymes (NQO1, GCLR, and HO1) (Figure 9.2B). Nuclear transcription factors including c-Jun, c-Fos, Jun-B, Jun-D, Fra-1, Fra-2, ATF-3, ATF4, NF-κB, and small Maf proteins (MafK and MafF) have been reported to possibly influence the Nrf2–ARE interaction. However, the expression levels of these genes did not change at the mRNA level after treatment with tBHQ. Of particular note, KIAA0132, the human homolog of mouse Keap1, was increased. Keap1 is a cytosolic chaperone of Nrf2. Exposure of cells to inducers disrupts the Keap1–Nrf2 complex and allows Nrf2 to translocate into the nucleus, where it binds to the ARE and stimulates transcription.19 We propose that the transcriptional elevation of Keap1 mRNA likely serves as a transcriptionally mediated, negative-feedback mechanism to control the expression of ARE-driven genes. However, little is understood regarding the mechanism by which the cytosolic Keap1–Nrf2 complex functions as a cytoplasmic sensor for oxidative stress. Our laboratory and others have demonstrated that exposure to tBHQ triggers nuclear accumulation of the transcription factor Nrf2, which binds to the ARE.7,19 These data provide evidence for a pathway of signal transduction in response to oxidative stress via the ARE. Comparative analysis of the promoter sequences of the genes with similar expression profiles should provide a strategy for unraveling common regulatory sequences and overlapping gene expression networks modulating ARE-driven genes. A search for potential Nrf2 binding sites within the 5′-flanking regions of a selected gene set was performed using MatInspector v.2.2 based on TRANSFAC 4.0 (http://transfac.gbf.de) to determine whether their expression profiles could be predicted by the presence or absence of Nrf2 binding sites. Indeed, the gene containing no Nrf2 binding site (GCLC) was not increased by tBHQ, whereas the transcription of genes whose promoter regions contain Nrf2 binding sites (e.g., NQO1, GCLR, Wnt5a, TR, and Malate NADP oxidoreductase) were markedly increased © 2003 by CRC Press LLC



TABLE 9.2 Analysis of the Potential Transcription Factor Binding Sites in the ARE-Driven Genes



Name of Genes NADPH:quinone oxidoreductase Dimeric dihydrodiol dehydrogenase γ-Glutamylcysteine ligase catalytic subunit γ-Glutamylcysteine ligase regulatory subunit Malate NADP oxidoreductase Heme oxygenase 1 Wnt 5a KIAA0132 (a human homolog of Keap1) Thioredoxin reductase



Source of Sequence (GenBank Accession Number)



Expression Profile by Microarray Analysis



Transcription Factor Binding Site Nrf 2



NFE2



NF-κB



AP1



Increase



3



3



4



27



5′ flanking region (M81596 J05348) Chromosome 19 working draft (NT_011190) 5′ flanking region (L39773)



Increase



1



0



4



14



No change



0



0



1



48



Promoter region (S79432) 5′ flanking region (U72210)



No change Increase



0 2



0 1



1 1



36 48



5′ flanking region (AF028815)



Increase



1



1



0



24



5′ flanking region (L34809)



Increase



1



1



3



47



Promoter region (AF145047) Promoter region (U39837) 5′ flanking region (AF361887)



Increase Increase Increase



2 6 2



0 0 1



1 11 2



45 22 17



Chromosome 12 working draft (NT_024383)



Increase



1



2



1



40



Note: The potential transcription factor (TF) binding sites were analyzed by MatInspector v.2.2 on selected genes. Sequences selected were located within 3000 bp upstream of the coding region. The transcription factor binding sites were identified with Š95% homology to their consensus sequences in the TRANSFAC database. Core similarity Š 0.95; matrix similarity Š0.85.



by tBHQ exposure (Table 9.2). It should be noted that AP-1 and NF-κB binding sites are distributed abundantly throughout the 5′-flanking region of all these genes, including GCLC, suggesting that these transcription factors do not play a quintessential role in transcriptional activation by tBHQ. The presence of Nrf2 binding sites thus appears to be directly correlated with the tBHQ inducibility of these genes.



9.2.3 SOM CLUSTERING Self-organizing maps (SOMs; see Chapter 4) based on unsupervised neural network algorithms were applied to cluster and analyze gene expression patterns in this study. In contrast to (1) the rigid structure of hierarchical clustering aproaches, (2) the strong prior hypotheses necessary in Bayesian clustering, or (3) the relative lack of structure in k-means clustering, SOMs are ideally suited to exploratory data analysis by allowing one to impose partial structure on the clusters which facilitates easy visualization and interpretation.20,21 This analysis assigns genes to the single group or cluster of genes that most closely share related expression patterns across samples. This approach is also expected to yield insights into biological relevance, because coordinate regulation of groups of genes often signifies a role in common processes or pathways.22 In this study, SOM automatically and quickly extracted the gene expression profiles from among the most prominent features of the data (Figure 9.3). Most genes previously identified in the © 2003 by CRC Press LLC



literature as tBHQ-inducible were grouped within different clusters, although some of them were grouped together as depicted in Table 9.1. The expression profiles induced by a specific agent, therefore, were far more complicated than expected. In addition, these genes grouped into 12 distinct clusters with strikingly consistent patterns, yet no apparent functional correlation existed among the clustered genes (Table 9.1). For example, the genes grouped in cluster 7 are involved in detoxification and cellular antioxidant defense (NQO1, ferritin heavy chain, and hepatic dihydrodiol dehydrogenase), cytoskeleton construction (Dynein heavy polypeptide), immune response (HLA class 1 [HLA-A26] heavy chain), and energy metabolism (Transketolase). The SOM results showed that some of the potential ARE-driven genes were clustered together based on their gene expression similarity. However, there are also examples of ARE-driven genes that did not co-cluster with other known ARE-related genes, suggesting that multiple pathway and/or transcription factors may be involved in controlling the expression level of each individual gene.
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FIGURE 9.3 Cluster analysis of probe sets on human U95A arrays revealed a gene-expression wave in IMR32 cells after treatment with tBHQ. Self-organizing maps (SOMs) were used to group the 101 identified genes into clusters based on similar expression dynamics over the four time points. The SOM algorithm grouped them into 12 discrete clusters. The label in the upper left corner of each inset represents the cluster number (c0–c11). The number at the top center of each inset represents the number of genes in that particular cluster. Each time point (4, 8, 24, and 48 hr) is represented by black dots on the graphs. Thick lines indicate the mean expression values, and thin lines indicate standard deviation. (From Li, J. and Johnson J.A., Physiol. Genomics, 9, 137, 2002. With permission.)
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9.3 PI3-KINASE REGULATION OF THE ARE IN IMR-32 HUMAN NEUROBLASTOMA CELLS Although the role of Nrf2 in ARE activation seems to be evident, the upstream regulatory mechanisms by which ARE activating signals are linked to Nrf2 and how this transcription factor is released from the Nrf2-Keap1 complex remain to be elucidated. Phosphatidylinositol 3-kinase (PI3kinase) phosphorylates phosphatidylinositol at the D-3 position and has been shown to form a heterodimer consisting of 85-kDa (adaptor protein) and 110-kDa (catalytic) subunits.23,24 The role of PI3-kinase in intracellular signaling has been underscored by its implication in a plethora of biological responses such as cell growth, differentiation, apoptosis, calcium signaling, and insulin signaling.24–28 Among the downstream targets of PI3-kinase are phospholipase C and the serine/threonine kinase Akt (protein kinase B).25,27,29–30 Akt, one of the most well-known downstream targets of PI3-kinases, protects cells from apoptosis by phosphorylation and inhibition of Bad protein.31,32 Based on the protective effects of PI3-kinase and the observation that induction of phase II enzymes is thought to be a protective response in cells, we were interested in determining whether PI3kinase was involved in ARE regulation. We found evidence that activation of the human NQO1 ARE (hNQO1–ARE) by tBHQ is mediated by PI3-kinase in IMR-32 human neuroblastoma cells. Pretreatment with LY 294002 (selective PI3-kinase inhibitor) inhibited both hNQO1–ARE–luciferase expression and endogenous NQO1 protein induction (Figure 9.4). In addition, transfection of IMR-32 cells with constitutively active PI3-kinase selectively activated the ARE in a dose-dependent manner that was completely inhibited by treatment with LY 294002 (Figure 9.5). Pretreatment of cells with the PI3-kinase inhibitors, LY 294002, and wortmannin significantly decreased Nrf2 nuclear translocation induced by tBHQ (Figure 9.6), and ARE activation by constitutively active PI3-kinase was completely blocked by dominant-negative Nrf2. Taken together, these data clearly show that ARE activation by tBHQ is dependent on PI3-kinase, which lies upstream of Nrf2.7



9.4 MICROARRAY ANALYSIS OF A PI3-KINASE-SENSITIVE AREDRIVEN GENE SET CONFERRING PROTECTION FROM OXIDATIVE STRESS APOPTOSIS IN IMR-32 CELLS Others have shown that treating cells with tBHQ, a strong inducer of phase II detoxification enzymes via activation of the ARE, can protect cells from oxidative stress.33–35 Induction of NQO1 in N18RE-105 neuronal cells by tBHQ prior to glutamate treatment was correlated with a significant decrease in glutamate toxicity. Glutamate toxicity in these cells is not due to N-methyl-D-aspartate receptor activation and calcium influx. Rather, it is a result of competitive inhibition of cysteine uptake, depletion of GSH, increased oxidative stress, and apoptosis.36–38 Subsequent studies by Murphy and colleagues35 using H2O2 and dopamine to induce oxidative stress, however, demonstrated that N18-RE-105 cells over-expressing NQO1 were not resistant to cytotoxicity. These data suggest that the protective effect conferred by tBHQ may not simply be due to an increase in one gene but the coordinated upregulation of many genes. We hypothesize that it is this combined effect of tBHQ-mediated activation on multiple genes regulated by the ARE that is a principal component generating the protective response. In follow-up studies, H2O2 was used to generate oxidative injury and subsequent apoptosis in cultured IMR-32 cells. Our results clearly show that H2O2 induces IMR-32 cell apoptosis through a caspase 3-dependent pathway. The apoptotic process and development of cell injury in H2O2treated IMR-32 cells was prevented and/or delayed by strengthening the antioxidant capacity of these cells through the transcriptional activation of ARE-driven genes in response to treatment with tBHQ (Figure 9.7). Using the MTS cell viability assay, we showed that preincubation with the PI3kinase inhibitor LY294002 (20 µM) for 30 min prior to tBHQ treatment completely reversed the protective effect of tBHQ (Table 9.3). These data suggest that PI3-kinase dependent, ARE-driven © 2003 by CRC Press LLC
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FIGURE 9.4 Effect of LY 294002 on ARE activation and induction of NQO1. (A) IMR-32 cells were transfected with hNQO1-ARE-luciferase reporter construct (80 ng/well) and CMV-β-galactosidase (20 ng/well). After 24 hr, cells were pretreated with increasing doses of LY 294002. After 30 min of pretreatment, cells were treated with vehicle (䡵) or tBHQ (●, 10 µM). After 24 hr of treatment, cells were lysed, and luciferase and galactosidase activities were determined as described in the experimental procedures. Data are expressed as the ratio of luciferase to β-galactosidase activity. Each data point represents the mean ± SE (n = 6). (B) IMR-32 cells were pretreated with increasing doses of LY 294002, followed by vehicle (–) or tBHQ (+, 10 µM) treatment. After 24 hr of treatment, whole cell extracts were prepared, and 50 µg of protein was resolved by SDS-PAGE. Transferred membrane was probed with NQO1 antibody. (From Lee, J.M. et al., J. Biol. Chem., 276, 20011, 2001. With permission.)



genes are responsible for the cytoprotective effect manifested by tBHQ. Oligonucleotide microarray analysis identified the genes that changed in parallel with these treatments. When the protective effects of tBHQ pretreatment were reversed by inhibition of PI3-kinase, 46 of the 63 genes increased by tBHQ were significantly blocked (Table 9.4). Although we have not screened the entire human genome, the genes identified here represent a first approximation of the set of ARE-inducible antiapoptotic genes encoding proteins that can directly or indirectly attenuate the apoptotic process.



9.5 SUMMARY In conclusion, oxidative stress can be defined as an imbalance in which free radicals and their products exceed the capacity of cellular antioxidant defense mechanisms. A gain in product formation or a loss in protective mechanisms can disturb this equilibrium, leading to programmed cell death (PCD). Numerous publications have demonstrated a correlation between direct supplementation of medium with chemical antioxidants and a decreased apoptotic rate in cell lines.39–40 Induction of multiple antioxidant-regulated genes may also provide a way to increase an antioxidative potential and protect cells from apoptosis, as demonstrated in this chapter. We refer to this process as programmed cell life, or PCL. An equilibrium exists such that any increase in the forces that drive PCD, therefore, are balanced by increasing the forces that drive PCL. The set of ARE-driven survival genes identified in these microarray studies represents the first set of genes shown to modulate PCD and confirms that the PI3-kinase–Nrf2–ARE pathway is crucial for the transcription of these PCL genes. © 2003 by CRC Press LLC
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FIGURE 9.5 Constitutively active PI3-kinase activates the ARE. (A) IMR-32 cells were cotransfected with hNQO1–ARE–luciferase reporter construct (80 ng/well), CMV-β-galactosidase (20 ng/well), and the indicated amount of PI3-kinase plasmid. After 24 hr, cells were harvested in lysis buffer. Luciferase and galactosidase activities were measured as described in the experimental procedures. Each data point represents the mean ± SE (n = 6). (B) Cells were cotransfected with hNQO1–ARE–luciferase reporter construct (80 ng/well), CMVβ-galactosidase (20 ng/well), and PI3-kinase plasmid (40 ng/well). After 24 hr, cells were treated with vehicle or LY 294002 (20 µM) for another 24 hr. Luciferase and β-galactosidase activities were determined as described in experimental procedures. Each bar represents the mean ± SE (n = 6). (From Lee, J.M. et al., J. Biol. Chem., 276, 20011, 2001. With permission.)
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FIGURE 9.6 PI3-kinase is linked to Nrf2. (A) IMR-32 cells were pretreated with vehicle (V), LY 294002 (LY, 20 µM), or wortmannin (Wort, 1 µM) for 30 min and treated with vehicle (V) or tBHQ (T, 10 µM). After 6 hr, nuclear extracts were isolated and resolved by SDS-PAGE. Transferred membrane was probed with Nrf2 antibody. (B) Cells were cotransfected with hNQO1–ARE–luciferase reporter construct (80 ng/well), CMVβ-galactosidase (20 ng/well), constitutively active PI3-kinase p110 (CA PI3-kinase, 40 ng/well), and dominantnegative Nrf2 (DN Nrf2, 5 ng/well). After 24 hr, cells were harvested, and luciferase and β-galactosidase activities were determined as described in the experimental procedures. Each data bar represents the mean ± SE (n = 6). (From Lee, J.M. et al., J. Biol. Chem., 276, 20011, 2001. With permission.)
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FIGURE 9.7 Time and concentration-dependent H2O2 cytotoxicity in IMR-32 cells and the protective effect of tBHQ. Cell viability was determined by the MTS assay. The survival rate was calculated. The final concentration of H2O2 varied from 100 µM to 800 µM, and cells were pretreated with tBHQ (10 µM) for 24 hr. (A) Treatment with varied concentration of H2O2 for 30 or 60 min. (B) Time-dependent cytotoxicity and protection at low cell density (40–50% confluence). (C) Time-dependent cytotoxicity and protection at high cell density (80–90% confluence). Each point represents mean ± SEM (n = 3). (From Li, J., Lee, J.M., and Johnson, J.A., J. Biol. Chem., 277, 388, 2002. With permission.)
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TABLE 9.3 Inhibition of PI3-Kinase Completely Reversed the Protective Effect of tBHQ against H2O2-Induced Cytotoxicity Time (min) 0 10 30 50



H 2 O2 (%) 100.0 66.9 54.9 30.7



± ± ± ±



3.5 1.2 2.1 2.6



tBHQ + H2O2 (%) 100.0 ± 6.8 83.8 ± 0.7* 77.1 ± 1.9* 60.0 ± 1.4*



LY294002 + tBHQ + H2O2 (%) 100.0 63.9 56.3 33.2



± ± ± ±



LY294002 + tBHQ (%)



3.2 2.0 2.8 1.5



93.9 ± 0.9 96.5 ± 3.2* 99.2 ± 3.9* 106.1 ± 1.0*



Note: IMR-32 cells were pretreated with LY294002 (20 µM) for 30 min before tBHQ treatment for 24 hr. MTS assay was performed after H2O2 (200 µM) treatment for 30 min. Cell survival rates are calculated and represented as the mean ± SEM (n = 3). Statistic analysis was conducted by one-tailed, unequal variance t-test and “*” represents a significant difference compared to LY294002 + tBHQ + H2O2 group (p < 0.05). Source: Li, J., Lee, J.M., and Johnson, J.A., J. Biol. Chem., 277, 388, 2002. With permission.
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TABLE 9.4 Effect of LY294002 on the Transcriptional Upregulation of Genes Induced by tBHQ 8-hr (3×3) – LY294002 FC (mean ± SEM)



592 ± 150



BiP protein (a member of Hsp70 family of chaperones) Heat shock 70-kDa protein 8 (W28493)



Category of Genes Chaperones/heat shock proteins



CNS specific function



Description of Genes Heat shock protein hsp40 homolog



Neuronal olfactomedin-related ER localized protein



8-hr (3×3) + LY294002 R



ADC (mean ± SEM)



FC (mean ± SEM)



R



Sig



2.07 ± 0.56



12



–61 ± 42



–0.40 ± 0.38



0



HS



5975 ± 1409



1.89 ± 0.21



10



354 ± 625



–0.29 ± 0.42



0



HS



1551 ± 734



3.28 ± 1.43



12



300 ± 151



0.68 ± 0.60



3



NS



12,825 ± 1907



1.60 ± 0.09



12



5149 ± 413



1.26 ± 0.02



2



HS



Axin (AXIN)



2002 ± 319



6.38 ± 1.58



9



509 ± 307



2.54 ± 1.61



0



HS



NF-H gene, exon 1



8972 ± 1411



2.04 ± 0.16



18



3495 ± 474



1.69 ± 0.10



8



HS



β2-Syntrophin (SNT β2)



1008 ± 228



3.27 ± 0.71



10



245 ± 200



0.50 ± 0.43



0



HS



Secretogranin II gene



2512 ± 1461



2.12 ± 1.00



10



–1604 ± 775



–0.81 ± 0.38



-4



S



900 ± 110



1.97 ± 0.11



12



463 ± 58



1.27 ± 0.03



0



HS



Peroxisomal targeting signal 1 CB1 cannabinoid receptor (CNR1)



Detoxification and antioxidative stress



ADC (mean ± SEM)



468 ± 106



1.90 ± 0.48



10



–25 ± 21



–0.62 ± 0.34



0



HS



Microtuble-associated protein 1A (W26631)



6634 ± 1702



1.91 ± 0.24



10



5881 ± 1199



2.36 ± 0.46



2



NS



KIAA0992 (palladin)



2004 ± 443



1.54 ± 0.13



11



1264 ± 201



1.30 ± 0.06



4



NS



NAD(P)H-quinone oxidoreductase



8685 ± 972



6.42 ± 0.38



18



2075 ± 156



2.49 ± 0.12



18



HS



Glutathione reductase



941 ± 120



2.70 ± 0.15



16



331 ± 32



1.96 ± 0.17



Glutathione transferase M3 (GSTM3)



979 ± 138



2.54 ± 0.31



14



329 ± 59



1.37 ± 0.09



2



HS



Heme oxygenase 1



2025 ± 300



6.11 ± 1.30



18



499 ± 26



3.08 ± 0.12



8



HS



Breast cancer cytosolic NADP(+)-dependent malic enzyme Malic enzyme 1, soluble



5465 ± 700



4.21 ± 0.26



17



2051 ± 119



3.20 ± 0.15



14



HS



2484 ± 379



7.00 ± 1.59



18



780 ± 107



4.12 ± 0.56



14



HS



KIAA0119 (aldo-keto reductase family 1)



3374 ± 1151



7.96 ± 2.13



18



206 ± 37



1.67 ± 0.37



0



S



Hepatic dihydrodiol dehydrogenase



3717 ± 1194



5.87 ± 1.82



14



581 ± 93



1.89 ± 0.20



6



S



20747 ± 2324



2.66 ± 0.11



18



19560 ± 1478



2.19 ± 0.09



Thioredoxin reductase
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HS



18 NS (continued)



TABLE 9.4 (CONTINUED) Effect of LY294002 on the Transcriptional Upregulation of Genes Induced by tBHQ 8-hr (3×3) – LY294002 Category of Genes



Description of Genes Gamma-glutamylcysteine ligase regulatory subunit



ADC (mean ± SEM)



FC (mean ± SEM)



8-hr (3×3) + LY294002 R



ADC (mean ± SEM)



FC (mean ± SEM)



R



Sig



12026 ± 1417



9.52 ± 0.99



18



12101 ± 1185



9.43 ± 1.14



18



NS



DNA repair



Human growth arrest and DNA-damage-inducible protein (gadd45) mRNA ERCC5 excision repair protein



4593 ± 1076



1.58 ± 0.15



10



3342 ± 858



1.43 ± 0.12



6



NS



519 ± 258



1.82 ± 1.25



9



23 ± 339



–0.36 ± 0.50



2



NS



Extracellular matrix



Elastin microfibril interface located protein



2015 ± 371



5.59 ± 0.94



13



–167 ± 213



–1.69 ± 0.94



0



HS



Glycoprocess



Glycogen debranching enzyme isoform 1 (AGL)



2406 ± 527



2.29 ± 0.28



12



262 ± 328



0.41 ± 0.44



2



HS



Glycogen debranching enzyme isoform 6 (AGL)



6103 ± 1777



1.76 ± 0.51



10



1009 ± 1743



0.66 ± 0.43



4



S



Wnt-5a



1425 ± 161



4.46 ± 0.71



18



644 ± 53



3.67 ± 0.28



15



HS



Guanine nucleotide-binding protein Rap2, Ras-oncogene related Rab6 GTPase-activating protein



1324 ± 177



4.14 ± 0.62



11



122 ± 100



0.89 ± 0.75



0



HS



Signaling



Transcription



1658 ± 520



1.57 ± 0.43



10



–14 ± 278



–0.33 ± 0.37



0



HS



KIAA0168 (Ras association domain family 2)



500 ± 100



1.98 ± 0.17



10



–31 ± 62



–0.24 ± 0.54



0



HS



MAP kinase kinase 4



792 ± 179



2.73 ± 0.74



9



–113 ± 56



–1.06 ± 0.51



0



HS



Metastasis-associated mta1



3393 ± 927



1.53 ± 0.40



9



–262 ± 522



–0.34 ± 0.37



0



HS



Phosphotyrosine independent ligand p62 for the Lck SH2 domain Protein kinase; Dyrk2



3990 ± 616



3.88 ± 0.72



10



2668 ± 199



1.80 ± 0.07



6



S



2605 ± 551



1.63 ± 0.13



10



2172 ± 631



1.33 ± 0.09



6



NS



KIAA0132 (kelch-like ECH-associated protein 1)



3466 ± 623



2.8 ± 0.44



12



1284 ± 145



1.5 ± 0.06



5



S



760 ± 214



1.76 ± 0.44



10



1 ± 192



–0.39 ± 0.49



2



HS



ERF-2



1728 ± 246



2.02 ± 0.14



12



857 ± 317



1.13 ± 0.47



6



S



Forkhead/winged helix-like transcription factor 7 (FKHL7)



1457 ± 347



1.78 ± 0.21



9



2258 ± 985



1.58 ± 0.65



6



NS



Mad4 homolog (Mad4)



1443 ± 390



2.83 ± 0.80



11



1178 ± 169



1.68 ± 0.12



2



NS



Heart protein (FHL-2)



753 ± 117



1.54 ± 0.08



9



150 ± 135



0.21 ± 0.42



0



HS



2319 ± 558



1.69 ± 0.19



10



–348 ± 482



–0.38 ± 0.42



0



HS



780 ± 179



2.34 ± 0.35



12



39 ± 147



–0.05 ± 0.57



4



HS



Kruppel-related zinc finger protein (ZNF184)



Others



Smooth muscle myosin heavy chain isoform CHML
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Unknown



Homocysteine-inducible, endoplasmic reticulum ubiquitin-like domain member 1 KIAA0405 (fibronectin leucine-rich transmembrane protein 2) Heparan sulfate proteaglycan (glypican)



951 ± 283



1.54 ± 0.41



10



117 ± 58



0.42 ± 0.36



0



HS



1293 ± 434



2.07 ± 0.71



12



285 ± 88



1.13 ± 0.04



0



HS



3220 ± 603



1.61 ± 0.08



10



1058 ± 82



1.31 ± 0.03



0



HS



Nuclear pore complex protein hnup153



6456 ± 1641



1.91 ± 0.24



14



2700 ± 959



0.87 ± 0.39



4



S



Transmembrane protein



2149 ± 673



1.70 ± 0.23



10



838 ± 904



–0.20 ± 0.52



6



NS



Human ortholog of zebrafish Quaking protein homolog ZKQ-1 (isoform 1) Protocadherin (PCDH8)



3402 ± 1474



3.87 ± 1.70



10



1124 ± 561



0.50 ± 0.39



0



NS



DKFZp434N0910



779 ± 410



2.09 ± 0.93



9



256 ± 200



0.36 ± 0.54



6



NS



631 ± 81



2.46 ± 0.25



10



171 ± 60



1.30 ± 0.51



3



HS HS



DKFZp434N043



951 ± 150



1.73 ± 0.13



9



167 ± 106



0.42 ± 0.37



2



DKFZp547E2110



4518 ± 1084



2.72 ± 0.75



12



2089 ± 380



1.52 ± 0.10



6



S



KIAA1180



4058 ± 851



1.90 ± 0.28



10



1272 ± 758



0.77 ± 0.40



2



S



KIAA0493



535 ± 86



2.31 ± 0.34



14



178 ± 42



HS



KIAA0080



1449 ± 245



3.00 ± 0.50



10



KIAA0041 KIAA0254



717 ± 196 744 ± 203



2.46 ± 0.94 1.6 ± 0.40



12 10



1.13 ± 0.29



2



–0.17 ± 0.52



0



HS



-45 ± 40 194 ± 86



–0.56 ± 0.31 0.47 ± 0.40



0 0



HS S



62 ± 292



Homo sapiens cDNA (AI768188)



4197 ± 932



2.19 ± 0.38



12



732 ± 486



0.71 ± 0.39



0



HS



KIAA0597



5239 ± 1409



1.83 ± 0.50



10



4018 ± 1255



1.36 ± 0.11



2



NS



KIAA0742



1283 ± 384



1.51 ± 0.54



9



599 ± 307



0.69 ± 0.34



0



NS



KIAA0353



617 ± 189



1.62 ± 0.62



12



363 ± 97



1.27 ± 0.32



0



NS



1514 ± 394



3.97 ± 1.47



10



677 ± 437



0.36 ± 1.03



2



NS



Homo sapiens cDNA (N92920)



Note: The genes upregluated by tBHQ were functionally categorized, and genes with FC over 1.5 are listed. R represents the values calculated by ranking analysis based on different call, and a value ranging from 9 to 18 is considered to be a significantly increased gene expression. Sig represents significance by one-tailed, unequal-variance t-test based on ADC gathered from 3 × 3 groups without LY294002 compared to the corresponding value in the presence of LY294002. S, significant (p < 0.05); HS, highly significant (p 
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10.1 INTRODUCTION In the previous chapters, we have seen how specific expression profiling studies have provided insight into new patterns and mechanisms of regulation induced by prototypical enzyme inducers (Chapters 6 and 7), dioxin (Chapter 8), or antioxidants like tBHQ (Chapter 9). These types of studies, as well as experiments examining the patterns of response to DNA-damaging agents, metal toxicants, and endocrine disruptors, are in the focus of toxicological research and, therefore, naturally represent “hot spots” for the application of the newly developed transcription profiling technologies. Results obtained within these areas are discussed in the following chapter; other areas of mechanistic toxicogenomic research, such as methamphetamine-induced neurotoxicity,1–6 acetamphetamine toxicity,7–11 studies on particles and fibers,12–16 and studies dealing with various other topics,17–33 are not discussed in this chapter, but are summarized in Tables 10.1 to 10.4.



10.2 REVIEW OF PUBLISHED STUDIES 10.2.1 PPAR PATHWAYS/PEROXISOME PROLIFERATORS A number of toxicogenomic studies are concerned with compounds that act via peroxisome proliferator activated receptors (PPARs). Although substantial research has been done to characterize the corresponding pathways, the related mechanisms are still not fully understood, and it is hoped that toxicogenomic studies might shed some light on the remaining questions. PPARs are a family of ligand-activated nuclear transcription factors belonging to the steroid receptor superfamily regulating the expression of a variety of genes involved in lipid metabolism, energy balance, eicosanoid signaling, cell differentiation, and tumorigenesis.34
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TABLE 10.1 Overview of DNA Array-Based Toxicogenomic Studies in Rats Tissue/Cells Liver



Strain, Gender Sprague–Dawley, male



Wistar, male



Hepatocytes



Sprague–Dawley, male



Liver, epithelial cell line TRL1215



Originally derived from Fischer F344 rats



Lung, liver



Sprague–Dawley, male
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Compounds Analyzed



Type of Array



Number of Probes



Organization or Company



Ref.



NIEHS; Boehringer-Ingelheim Pharmaceuticals NIEHS; Boehringer-Ingelheim Pharmaceuticals



Hamadeh et al.39



1443



Merck



Gerhold et al.42



Oligonucleotide



~1000



Abbott; Rosetta



Waring et al.78



Oligonucleotide



1600



Pfizer



Bulera et al.77



Oligonucleotide



~1000



Abbott



Waring et al.79



Oligonucleotide cDNA



8700/~1000 588



Eli Lilly NCI, NIEHS; University of Kansas



Baker et al.17 Liu et al.107



cDNA cDNA



588/207 207



NIEHS University of Genoa



Chen et al.110 D’Agostini et al.112



Wy-14,643, clofibrate, gemfibrozil, phenobarbital



cDNA



~1700



Wy-14,643, clofibrate, gemfibrozil, phenobarbital, phenytoin, diethylhexyl phthalate (DEHP), hexobarbital 3-Methylcholanthrene, phenobarbital, dexamethasone, clofibrate 15 known hepatotoxicants: carbon tetrachloride, allyl alcohol, aroclor 1245, methotrexate, diquat, carbamazepine, methapyrilene, arsenic, diethylnitrosamine, monocrotaline, dimethylformamide, amiodarone, indomethacin, etoposide, 3-methylcholanthrene Microcystin-LR, phenobarbital, lipopolysaccharide, carbon tetrachloride, thioacetamide, cyproterone acetate Carbon tetrachloride, allyl alcohol, aroclor 1245, methotrexate, diquat,carbamazepine, methapyrilene, arsenic, diethylnitrosamine, monocrotaline, dimethyl-fomamide, amiodarone, indomethacin, etoposide, 3-methylcholanthrene Changes over time Arsenic



cDNA



~1700



Oligonucleotide



Hexavalent chromium [Cr(VI)]



Hamadeh et al.40



Lung



Sprague–Dawley, male Fischer F344, male



Alveolar macrophages Fibroblasts overexpressing (Rat1myc) or lacking Myc (myc-null), WT (TGR-1, Rat1) Retinal neurons Omenta Uterus



Prostate gland Liver, (kidney, brain, spleen, pancreas) Developing reproductive tract Immortalized neuronal cell line CSM 14.1, derived from fetal mesencephalon Fetal testes



Sprague–Dawley, female Wistar Wistar, ovariectomized, female Noble rats, male Sprague–Dawley, male Long Evans, fetuses, female



Sprague–Dawley, female
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Diesel exhaust particles



cDNA



207



Cardiff University



Reynolds and Richards12 Sato et al.13



Diesel exhaust particles



cDNA



588/207



Diesel exhaust particles VP-16



cDNA cDNA



465 6500



National Institute for Environmental Studies (Japan); Chiba University; Aomori University University of Tsukuba NCI/NIH



Koike et al.14 Yu et al.18



N-methyl-D-aspartate (NMDA)



cDNA



588



University of Louisville



Laabich et al.19



Asbestos Tamoxifen, estradiol 17-beta



cDNA cDNA



588 512



University of Düsseldorf MRC



Sandhu et al.15 Green et al.85



Testosterone, estradiol 17-beta Acetaminophen, benzo(a)pyrene, clofibrate



cDNA cDNA



588 7704



University of Hong Kong Incyte



2,3,7,8-Tetrachlorodibenzo-p-dioxin (TCDD)



cDNA



5147



University of North Carolina



Ouyang et al.88 Cunningham et al.11 Hurst et al.69



Methamphetamine, dopamine



cDNA



1176



NIH



Cai et al.2



Di(n-butyl) phthalate



cDNA



588



Sanofi-Synthelabo



Shultz et al.20



TABLE 10.2 Overview of DNA Array-Based Toxicogenomic Studies in Mice Tissue/Cells Liver



Strain, Gender Swiss-Webster, male



Compounds Analyzed



Type of Array



Number of Probes



Cadmium chloride, benzo(a)pyrene, trichloroethylene



cDNA



148



Beta-naphthoflavone (BNF)



cDNA



148



129/SV, male



Sodium arsenite, sodium arsenate



cDNA



140



Crl:CD-1, male



O2-Vinyl 1-(Pyrrolidin-1-yl)diazen-1ium-1,2-diolate (V-PYRRO/NO)/DGalactosamine/lipopolysaccharide (GlaN/LPS) Acetaminophen



cDNA



C57Bl/6x129/Ola hybrid mice, Cox+/+, Cox-1-/+ and Cox-2 -/+ C57Bl/6x129/Ola hybrid mice CD-1, male MT-null mice/WT, male PPAR-alpha null mice/purebred WT C57BL/6J, wt and AOX-/-, PPAR-alpha-/-, PPARalpha-/-AOX-/- (DKO) C75BL/6N; CD-1
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Organization or Company



Ref. Bartosiewicz et al.109



140/1176



University of California (Davis); Molecular Dynamics University of California (Davis); Molecular Dynamics NIEHS; University of Kansas NIEHS, NCI



Liu et al.21



Oligonucleotide



>11,000



NIH



Reilly et al.8



Acetaminophen



Oligonucleotide



>11,000



NHLBI; NCI/NIH



Reilly et al.7



Acetaminophen Cadmium



cDNA cDNA



450/18,378 140



Ruepp et al.9 Liu et al.105



Wy-14,643



Oligonucleotide



6500



Wy-14,643



cDNA



7483



AstraZeneca NCI, NIEHS; University of Kansas University of Lausanne; Pfizer; NCI Northwestern University (Chicago)



Wy-14,643, fenofibrate



Oligonucleotide



12,000



Eisai



Yamazaki et al.43



Bartosiewicz et al.75 Liu et al.108



Kersten et al.45 CherkaouiMalki et al.44



Kidney



Ueda et al.61



WT, CAR -null



Phenobarbital



cDNA



8736



CD-1: TTR-HFH-11 (tg)/wt



Carbon tetrachloride



cDNA



1200



C57BL/6J, male



Aroclor 1260, beta-naphthoflavone (BNF), ciprofibrate, cobalt chloride, TCDD, IL-6, LPS, PCB-153, phenobarbital, phenylhydrazine, TNFalpha, Wy-16,463 Lead



cDNA



1200



cDNA



1178



Laboratory of Reproductive and Developmental Toxicology, NIEHS University of Illinois (Chicago) University of Wisconsin; Aeomica; University of Helsinki; Northwestern University (Chicago); Molecular Dynamics NCI, NIEHS



Cadmium Estradiol 17-beta/2.2-bis(p-hydroxyphenyl)-1.1.1-trichloroethane (HPTE), flutamide Tamoxifen, toremifene, raloxifen, estradiol Methamphetamine



cDNA cDNA



588 588



University of Kansas CIIT



Liu et al.104 Waters et al.87



cDNA



1176



Parrott et al.86



cDNA



Methamphetamine Methamphetamine Methamphetamine Methamphetamine



cDNA cDNA cDNA cDNA



288 mouse/ 1100 human 588 588 1176 ~1600



Toluene diisocyanate, oxazolone, nonanoic acid Beryllium sulfate



Oligonucleotide



6519



Medical Research Council Toxicology Unit (UK) NIA, NIDA, NIH; Johns Hopkins School of Medicine (Baltimore) NIH/NIDA NIH/NIDA NIH/NIDA Johns Hopkins University (Baltimore); NIA/NIH NIOSH



cDNA



1176



NIOHS



Testes Uterus, ovary



MT-null mice 129Mt1tm/Bri, Mt2tm/Bri 129/SvPCJ background and MT-null cells; WT 129/Sv mice, male Female



Uterus



Female



Dopamine neurons, ventral midbrain



B6D2F1xB6C3F1, transgenic (TH-lacZ)



Frontal cortex



CD-1, male



Striatum Ventral midbrain



c-Fos knockout/wt Swiss-Webster, albino, male



Lymph nodes



Balb/c, female



Three tumor cell lines



Nude mice, injected with transformed BALB/c-3T3 cells
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Wang et al.22 Thomas et al.41



Qu et al.113



Barrett et al.4



Cadet et al.1 Jayanthi et al.5 Cadet et al.3 Xie et al.6 He et al.23 Joseph et al.24



TABLE 10.3 Overview of DNA Array-Based Toxicogenomic Studies in Humans Tissue/Cells



Compounds Analyzed



Type of Array



Number of Probes



Organization/Company



Ref. Lu et al.106



Liver (biopsies)



Arsenic



cDNA



588



Primary hepatocytes



Rifampin



>200/>1000



Hepatoma cell line HepG2



100 compounds, data shown for cisplatin, transplatin, diflunisal, flufenamic acid 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD)



cDNA/oligonucleotide cDNA



Guiyang Medical College Hospital; NCI; University of North Carolina; Southwest Endemic Prevention Station Georgetown University



250



R.W. Johnson PRI



cDNA



12,412



Stanford University



Burczynski et al.162 Frueh et al.68



cDNA cDNA cDNA cDNA



9182 588 767 ~5000



University of Cincinnati Unilever GlaxoSmithKline Affymetrix Research Institute



Puga et al.67 Harries et al.158 Casey et al.26 Gore et al.10



cDNA Oligonucleotide



8000 6817



Scherf et al.135 Staunton et al.137



cDNA



9216



NIH/NCI NIH/NCI; MIT; Dana-Farber Cancer Institute; Harvard Medical School Japanese Foundation for Cancer Research; University of Tokyo; RIKEN Berlex Biosciences



60 cancer cell lines



39 cancer cell lines MERAkt cells, MERAkt/NIH3T3 cells ZR75-1 breast cancer cells MCF7 breast cancer cell line



MDA-MB-231 cancer cell line



Ethanol, carbon tetrachloride Diethyl malate (DEM) Acetaminophen, caffeine, thioacetamide+C16 1400 compounds Expression profiles before drug treatment, selection for chemosensitivity Correlation of expression profiles with chemosensitivity profiles Tamoxifen, raloxifen, ICI-182780, ZK955



cDNA



Estradiol 17-beta, 4-hydroxytamoxifen, raloxifen, faslodex Tamoxifen, raloxifen, ICI-182780, ZK955



Oligonucleotide



5600



Imperial Cancer Research Fund (UK)



cDNA



1901



NIEHS



Tamoxifen, estradiol 17-beta



cDNA



23,000/44,000



4 estrogenic compounds 15dPGJ2



cDNA cDNA



600 1176



University of Kentucky; University of California/Los Angeles; Research Genetics; Applied Genomics; Stanford University; University of North Carolina Syngenta Wake Forest University Baptist Medical Center (North Carolina)
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Rae et al.25



Dan et al.136 Kuhn et al.27 Soulez and Parker93 Lobenhofer et al.90 Finlin et al.91



Pennie et al.92 Clay et al.58



IMR-32 neuroblastoma cells Astrocytes, non-small cell lung carcinoma PC-14 cells HT-29 colon cancer cells Colon carcinoma cell line MOSER S (M-S)



Tert-butylhydroquinone/LY294002 TZT-1027



Oligonucleotide cDNA



12,000 588



University of Wisconsin National Cancer Center (Tokyo)



Li et al.28 Natsume et al.29



Troglitazone, 15dPGJ2 (DMSO), GW7845/rosiglitazone



cDNA Oligonucleotide



205 5600/5184



Shimada et al.56 Gupta et al.57



Mononuclear cells (hMNCs) Coronary artery endothelial cells EpiDerm™ skin model



Amphotericin B Nicotine Sodium lauryl sulphate



cDNA cDNA cDNA



588 4000 ~3600



Papillomavirus-immortalized bronchial epithelial cell line HBE1 HeLa cells



Smoke, hydrogen peroxide



cDNA



9600



Cadmium



cDNA



7075



Astrocytes



Lead



cDNA



588



HL-60 promonocytes



Iron



cDNA



43



Human papillomavirus (HPV18)immortalized human bronchial epithelial (BEP2D) cells Non-small cell lung carcinoma (NSCLC) SQ-5 Resting and proliferating peripheral blood lymphocytes from leukemia patients Panel of 12 human cancer cell lines, including MCF-7 and the myeloid cell line ML-1 Peripheral blood lymphocytes



Asbestos



cDNA



588



Dokkyo University Vanderbilt University; Research Genetics; Veterans Affairs Medical Center (Nashville); Harvard Medical School; GlaxoSmithKline University of Mississippi University of Southampton Unilever; Center for Cutaneous Research; The Royal School of Medicine and Dentistry (UK) University of California (Davis), National Taiwan University Hospital National Institute of Industrial Health (Japan) Johns Hopkins University School of Medicine; Kennedy Krieger Research Institute University of Texas; South Texas Veterans Health Care System Columbia University



Zhao et al.16



Troglitazone



cDNA



160



Gunma University



Satoh et al.55



Ionizing radiation



cDNA



70



German Cancer Research Center; Axaron Bioscience AG



Mayer et al.131



Ionizing radiation



cDNA



~1300



NIH/NCI; NHGRI



Amundson et al.129



Ionizing radiation



cDNA



6728



NIH/NCI; NHGRI



TK6 lymphoblastoid cell line Fibroblasts (HFW), derived from newborn foreskin



Ionizing radiation Sodium arsenite



cDNA cDNA



588/277 568



Radiation Protection Bureau Academia Sinica; National Yang-Ming University Taipei



Amundson et al.130 Ford et al.128 Yih et al.111
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Cleary et al.30 Zhang et al.31 Fletcher et al.33



Yoneda et al.32 Yamada and Koizumi103 Hossain et al.114



Alcantara et al.115



TABLE 10.4 Overview of Open Methods-Based Toxicogenomic Studies Type of Method Differential display



Species



Strain, Gender



Tissue/Cells



Compounds Analyzed



Organization or Company



MRC-9, IMR-90 normal human embryonic lung cells; SBC-2, EBC-1 lung cancer cell line Hepatocytes, human HepG2 liver cell line + rat liver Liver



NiO, Ni3S2



Chloroform



Beijing Medical University; Toyama Medical and Pharmaceutical University; McMaster University Johns Hopkins School of Hygiene and Public Health CIIT



Liver Liver



Dichloroacetic acid Dimethylnitrosamine (DMN)



NCTR University of Minnesota



C57B6, male



Liver



Di(2-ethylhexyl) phthalate (DEHP)



University of California; Riverside



C57B1/10J, male



Liver



Phenobarbital



AstraZeneca



Mouse, rat



SV129, male; F344, male



Liver



CIIT; North Carolina State University



Rat



Wistar, male



Liver



Wy-14,643, phenobarbital/ diethylnitrosamine (DEN/PB), di(2-ethylhexyl)phthalate (DEHP), di-n-butyl phthalate (DBP), gemfibrozil, PPAR-alpha null phenotype Phenobarbital, Wy-14,643



Human



In vitro



Human, rat



In vitro; Fischer 344, female B6C3F1, female



Mouse
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Ethinyl estradiol



University of Surrey; RhonePoulenc



Ref. Mao et al.126



Chen et al.98; Chen et al.99 Kegelmeyer et al.159 Thai et al.50 Bhattacharjee et al.160 Muhlenkamp et al.49 Garcia-Allan et al.62 Anderson et al.48



Rockett et al.46



Differential display, representational difference analysis (RDA), SSH GeneCalling®



Rat



F344, male



Rat liver + hepatocytes



Aflatoxin B1



NCTR



Harris et al.161



Rat



Liver



GW9578



CuraGen Corporation



SSH



Human



Sprague–Dawley, male In vitro In vitro In vitro



MCF-7 breast cancer cell line MCF-7 breast cancer cell line 5L hepatoma cell line



Estradiol 17-beta Estradiol 17-beta 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) Crocidolite asbestos



Stanford Universtiy A&M University Forschungszentrum Karlsruhe



Gould Rothberg et al.51 Ghosh et al.96 Chen et al.94 Kolluri et al.70



Heinrich Heine University



Sandhu et al.15



Wy-14,643



University of Surrey



Rockett et al.47



Liver



Wy-14,643 (PPAR-alpha null phenotype)



University of Lausanne; Pfizer Global Research and Development; NCI University of Texas



Kersten et al.45



Rat



Wistar Rat, guinea pig



Pleural mesothelium, mesothelial cell lines RZ 328, 44R.M.-4 Liver



SABRE



Mouse



Wistar, male; Duncan-Hartley, male SV129



SAGE



Human



In vitro



Breast cancer cell line



Estradiol 17-beta



Mouse



C57B6, female



Liver



2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD)



Human



In vitro



Prostate carcinoma cell line LNCaP Synthetic androgen R1881



EST quantitation
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University of Kanazawa; University of Tokyo; National Institute for Environmental Studies Japan Fred Hutchinson Cancer Research Center



Charpentier et al.95 Kurachi et al.73



Clegg et al.100



PPARα is predominantly expressed in liver and is activated by cellular long-chain fatty acid derivatives, thus stimulating β-oxidation of fatty acids in peroxisomes. This receptor also mediates the effects of fibrates, including gemfibrozil and fenofibrate, a class of synthetic PPARα agonists that act as potent hypolipidemic drugs in the treatment of cardiovascular diseases.35 By induction of the peroxisomal β-oxidation system of fatty acids in rodents, fibrates and other peroxisome proliferators such as fatty acids, certain plasticizers, and herbicides cause proliferation of peroxisomes, hepatomegaly, and eventually hepatocarcinoma.36–38 A number of studies have applied microarrays to elucidate the molecular basis for the pleiotropic effects of these nongenotoxic hepatocarcinogens in the rodent liver. Several reports have been published based on the rat liver as a model system. Hamadeh et al.39,40 selected three peroxisome proliferators for analysis: Wy-14,643, the most prominent model ligand and a strong synthetic agonist for PPARα; clofibrate; and gemfibrozil, as well as the classical enzyme inducer phenobarbital. Their report39 provides a detailed analysis of the findings, including a description of interesting molecular changes and pathway relationships associated with peroxisome proliferator exposure. In addtion, pattern recognition approaches, including hierarchical clustering, principal component analysis (PCA), and pairwise comparisons, were utilized that made it possible to distinguish between the different compounds and classes. In a related study,40 these experiments provided a training set for the prediction of blinded samples, which had been treated with either a peroxisome proliferator (diethylhexyl phthalate [DEHP]) or enzyme inducers (phenytoin, hexobarbital). A similar study of 12 substances from five functional classes included two peroxisome proliferators, ciprofibrate and Wy-14,643, to identify gene sets predictive for their respective classes.41 Another group reported on the effects of Wy-14,643 and three differently acting compounds and performed a careful mechanistic interpretation of array data to characterize compound-specific profiles.42 Other studies have used the mouse liver as a model system. Recently, Yamazaki et al.43 analyzed the effects of Wy-14,643 and fenofibrate, a relatively weak PPARα agonist. Besides an expected regulation of genes involved in β-oxidation by both compounds, differences were also established; for instance, metallothionein 1 and 2 mRNA levels were regulated exclusively by Wy-14,643. In addition, a number of new target genes regulated by both agonists were identified, among these serum amyloid A (SAA) 2, for which expression was markedly decreased. Pretreatment of mice with fenofibrate inhibited acute-phase elevation of this gene, indicating that fenofibrate might reduce the plasma SAA concentration in patients with secondary amyloidosis. Cherkaoui-Malki et al.44 also tested for alterations in gene expression induced by Wy-14,643 and identified approximately 700 genes with a more than fourfold deviation from their basal expression level, most of which had not been previously described in this context. Because the expression of a subset of this group of genes was unchanged in PPARα null mice, these functional genomic studies strongly suggest that the regulation of those genes is dependent on the action of PPARα. Kersten et al.45 used an oligonucleotide array comprised of 6500 genes to screen for PPARα target genes combined with Northern blot and subtractive hybridization (selective amplification via biotin and restrictionmediated enrichment [SABRE]). Direct activation of PPARα through WY-14,643 led to a decrease of numerous genes involved in amino acid metabolism. Similar effects were also observed by comparison of fasted PPARα wild-type vs. null mice. These results indicate a key role of PPARα in the control of intermediary metabolism during fasting. Unfortunately, differences in study design and the heterogeneous amount and quality of information provided about the experimental data make it difficult to compare the resulting gene lists of the various studies. In addition to DNA arrays, open transcription profiling technologies have also been used to resolve mechanistic questions on the mode of toxicity of peroxisome proliferators. Two papers by Rockett et al.46,47 describe the use of differential display and suppression subtractive hybridization (SSH) to discover genes involved in peroxisome-proliferator-induced nongenotoxic carcinogenesis in rats. In the earlier report, they compared the response of a peroxisome proliferator to another tumor-promoting agent of a non-PP type (Wy-14,643 vs. phenobarbital) similar to the array-based study of Hamadeh et al.39 In the second study, they employed a similar strategy to distinguish © 2003 by CRC Press LLC



between carcinogenesis-specific and -unspecific effects of Wy-14,643 by comparing species with different susceptibilities toward peroxisome-proliferator-induced hepatocarcinogenesis (rat vs. guinea pig). Some of the genes identified in these studies were known targets, while others had not previously been shown to be inducible by peroxisome proliferators; the latter group of genes belonged to several cellular pathways (e.g., xenobiotic or amino acid metabolism). Generally, the comparison to guinea pig proved difficult because the genome is poorly characterized and thus only a few genes could be assigned to genes of known function. Using differential display as well, Anderson et al.48 compared hepatic adenomas with adjacent non-tumor liver tissue from rats fed with Wy-14,643 for 78 weeks and found an increase of specific acute-phase proteins in the tumors. This observation was used as a starting point to analyze the expression of these and other acute-phase protein genes by standard molecular biology techniques employing various treatment regimens and animal models to identify peroxisome-proliferatorspecific effects. The authors observed a disregulation of hepatic acute-phase protein gene expression after PPARα activation by two other peroxisome proliferators in both rats and mice. This may indicate peroxisome-proliferator-induced changes in cytokine signaling networks that regulate both acute-phase protein gene expression and hepatocellular proliferation. Two further studies using differential display examined the effects of other peroxisome-proliferating tumor promoters. Muhlenkamp and Gill49 isolated potentially regulated clones that were induced after DEHP treatment in mouse liver. They focused on GRP58, a gene belonging to a family of stress-regulated molecular chaperones that is not inducible by clofibrate. In another study, the effects of dichloroacetic acid (DCA) on mouse liver were studied.50 Six genes were found to be regulated, most of them involved in fatty acid metabolism. Gould Rothberg et al.51 applied their differential-display-based GeneCalling® technology in a thorough analysis of the response of rats to a novel synthetic peroxisome-proliferator-activated PPARα ligand indicated for lipid disorders. Following treatment, 2.4% of the assayed 9000 rat liver transcripts appeared to be regulated more than 1.5-fold. From this set, 50 distinctly modulated genes were selected and identified by sequencing. Most genes could be grouped into six discrete metabolic pathways. Of the 50 responsive genes, 26 were directly involved in fatty acid metabolism and therefore most likely related to the mode of action of the drug. Additionally, a number of genes were identified that did not fall into representative cellular pathways. Overall, this study was in agreement with previous findings published in the literature. The authors discussed possible implications of the genes identified regarding different mechanisms of drug action or toxicity, stressing the need for further follow-up studies to assess the relevance of the observed changes for drug response more thoroughly. As mentioned earlier, most of the studies using either SSH or variations of differential display have suffered from high rates of false positives and, therefore, have resulted in relatively small numbers of truly regulated clones compared to the amount of effort invested. Additionally, lists of regulated genes from these types of studies are difficult to compare because they frequently show very little overlap. This may be due to the existing differences in experimental settings or the more problematic fact that the applied versions of differential display are quite often incapable of consistently isolating rare or weakly regulated transcripts. Therefore, studies using open methods such as SSH or differential display (DD) often only uncover a small fraction of those genes that have altered expression upon a toxic insult. Another PPAR family member, PPARγ, is mainly expressed in adipose tissue and plays a crucial role as a transcription factor in adipocyte differentiation. While PPARγ regulates genes involved in lipogenesis and peripheral glucose utilization,35 it is also presumed to have diverse functions beyond energy homeostasis.52 PPARγ ligands have shown antineoplastic activities in vitro53,54 and thus may represent interesting targets for cancer therapy. In particular, activation of PPARγ by the thiazolidinedione (TZD) class of antidiabetic drugs elicits growth inhibition in a variety of malignant tumors in vitro and in vivo. © 2003 by CRC Press LLC



Several analyses have concentrated on these PPARγ-induced growth inhibitory and apoptotic effects.55,56–58 In a study by Satoh et al.,55 non-small-cell lung carcinoma cells were stimulated with the synthetic TZD troglitazone. By activation of PPARγ, the growth-arrest and DNA-damageinducible 153 gene (GADD153) was found to be induced using a subtraction cloning assay as well as a cDNA array of 160 apoptosis-related genes. Among four potential PPARγ-activated apoptosis genes that were regulated more than twofold on the cDNA array, two were identical to genes identified with the subtraction cloning assay. Using a broader human cDNA array, Clay et al.58 identified p21 and p27 as candidate genes critical for the apoptotic effects of a cyclopentenone prostaglandin derivative of arachidonic acid, 15dPGJ2. Like TZDs, 15dPGJ2 is known to activate PPARγ and possesses a potent antiproliferative activity. Shimada et al.56 took advantage of another model system, human colon cancer cells, to characterize the apoptotic processes mediated by 15dPGJ2 and troglitazone using cDNA microarrays. Downregulation of c-myc and upregulation of the genes for c-jun and for GADD153 were found to be associated with apoptosis.



10.2.2 ENZYME INDUCERS, TCDD,



AND



PCBS



Mediation of enzyme induction is one of the central themes in toxicology, as drug-metabolizing enzymes are mainly responsible for xenobiotic functionalization, activation, and/or detoxification. In addition, many of these enzymes are upregulated by their substrates. A variety of enzyme inducers, both those discussed below and in previous chapters, are among the best understood toxicants. These studies are relevant for the validation of the new transcriptomics-based technologies in the field of toxicology, because a number of inducer-regulated genes that have already been isolated via other methods thus represent positive controls in microarray-based experiments involving the inducers of interest. These novel approaches are expected to contribute to the resolution of some of the remaining questions concerning the complex mechanisms of action of these compounds. One of the best investigated enzyme-inducing compounds is phenobarbital (PB), a common sleep aid. PB induces various genes encoding xenobiotic (drug, steroid)-metabolizing enzymes such as cytochrome P450s (CYPs) and transferases. The nuclear orphan constitutive androstane receptor (CAR) is implicated in mediating PB responses.59,60 Upon PB exposure, CAR translocates to the nucleus and heterodimerizes with the retinoid X receptor (RXR), leading to transcriptional activation of CYP2B and various other genes. cDNA microarray analyses were employed to compare liver gene expression in CAR-null mice and CAR wild-type mice, resulting in a list of 138 PB-responsive genes, about half of which were under the control of CAR.61 Because a number of genes such as CYP4A10 and CYP4A14 were basally elevated in CAR-null mice, CAR may act as a transcriptional repressor for those genes. This broad spectrum of CAR-regulated genes suggests that CAR possesses a diversity of previously unrecognized functions in the regulation of hepatic genes. In the papers by Hamadeh et al.,39,40 PB was included as a prototype enzyme inducer and was the only representative of this functional class in the study. The authors provide a very comprehensive pathway map in which PB-regulated genes are highlighted, and they make a distinction between genes previously known or unknown to be regulated by PB as well as genes differentially induced between the two different treatment periods (24 hr, 2 wk). A study by Garcia-Allan et al.62 used differential display to screen for genes regulated in mouse liver after stimulation with PB. Besides six novel genes differentially expressed, they identified an amine N-sulfotransferase that was significantly induced exclusively by PB but not by five other rodent nongenotoxic hepatocarcinogens. The toxic actions mediated by the aryl hydrocarbon receptor (AHR) pathway have been attracting the interest of researchers over decades.63–65 The environmental contaminant 2,3,7,8tetrachlorodibenzo-p-dioxin (TCDD, or dioxin) is the prototypical AHR ligand, representing a broad group of halogenated aromatic hydrocarbons (HAHs), including polychlorinated dibenzodioxins (PCDDs), dibenzofurans (PCDFs), and biphenyls (PCBs). The process of activation is similar to that of PB and CAR/RXR. Upon ligand binding in the cytosol, AHR translocates to the © 2003 by CRC Press LLC



nucleus, where it heterodimerizes with the aryl hydrocarbon nuclear translocator (ARNT) to build a transcriptionally active complex that regulates genes of the so-called AHR gene battery, including a number of phase I and phase II drug-metabolizing enzymes. TCDD is known to induce a wide range of diverse toxic and biochemical responses in laboratory animals and in humans which are not exclusively mediated by AHR. TCDD also acts as a potent endocrine disruptor.66 The effects of TCDD have been investigated in a number of microarray-based studies. As discussed in Chapter 8 and reviewed briefly here, treatment of human HepG2 cells with 10 nM TCDD for 8 hr led to more than twofold gene expression changes in 310 genes and 400 ESTs out of approximately 9000 probes on a cDNA array.67 In this study, the protein synthesis inhibitor cycloheximide (CX) was added to distinguish between primary effects — still detectable with CX treatment — and secondary effects, which require protein synthesis. The authors grouped regulated genes according to their cellular functions. In a second study making use of HepG2 cells, the same dosing of TCDD was used, but exposure was significantly longer (18 hr).68 Using another gene set on a different type of array, the authors came up with a list of 112 TCDD-regulated genes. The conclusion drawn in both studies, however, remained the same: the observed transcriptional changes by TCDD are much more complex than expected. Taking into account the known teratogenic, reproductive, and developmental effects of TCDD, Hurst et al.69 investigated its effects after in utero exposure during female fetal development, combining cDNA array analysis with histological, morphological, and immunohistochemistry data. Array analysis provided information on the induction of several genes at gestation days 18 and 19 that may be involved in the TCDD-induced vaginal dysmorphogenesis. A good example for the value of open transcription profiling technologies for mechanistic analysis of toxicity is the study of Kolluri et al.70 who examined the effect of TCDD exposure on the rat hepatoma cell line 5L by SSH to identify new target genes of the Ah receptor. They found 17 dioxin-inducible cDNA clones, 11 of which had not previously been reported to be regulated upon TCDD treatment. Out of a group of four genuinely novel clones, they assigned one clone to the N-myristoyltransferase (NMT) 2 gene. Confirming the induction of the NMT2 gene in vivo and of myristoyltransferase activity in vitro, the authors were able make a connection between dioxin exposure and protein myristoylation. This corresponds with earlier findings of elevated NMT protein levels and activity in certain tumor types.71,72 Thus, induction of NMT2 may play a role in TCDD-mediated carcinogenicity. One of the few SAGE (serial analysis of gene expression) studies in the field of toxicogenomics was presented by Kurachi et al.73 Approximately 56,000 tags were analyzed from normal and TCDD-treated mouse liver libraries. This corresponded to approximately 15,000 different transcripts in each sample and 24,000 different transcripts in total, which produced only about a 30% overlap between the two samples. In general, about 95% of all transcripts were detected less than 10 times (tag-count), demonstrating that most of the genes identified were expressed at low levels, similar to previous findings using SAGE74 and MPSS™ studies performed at Axaron. Treatment with TCDD changed the expression levels of 346 transcripts, including 94 ESTs (p < 0.05), and revealed a substantially broader and more complex response than previously reported. The TCDDresponsive genes belonged to different functional classes, such as signal transduction, protein trafficking, transcription factors, metabolic enzymes, stress response, plasma proteins, and detoxification. The above-mentioned studies on TCDD-treated human HepG2 cells using microarrays67,68 showed only little overlap with the SAGE data. This may be due to the different model systems used but makes it rather difficult to build reasonable hypotheses regarding the effects of TCDD using comparisons of these datasets. β-Naphtoflavone (BNF), 3-methylcholanthrene (3-MC), and benzo[a]pyrene belong to the same class of planar, hydrophobic, AHR-activating compounds as TCDD. BNF induces the CYP1A1 and CYP1A2 genes. The time course of BNF induction in mouse liver was analyzed in detail in a study employing a comprehensive range of dosages and treatment intervals using a cDNA array comprised of 148 probes selected from different toxicologically relevant functional classes.75 Enzyme induction © 2003 by CRC Press LLC



by 18 different known CYP1A1 inducers (e.g., BNF, PCB-52, lansoprazol) was also investigated using microarrays in the soil nematode Caenorhabditis elegans, which contains 80 cytochrome P450 genes.76 Enzyme inducers and AHR ligands were part of several DNA array-based studies including other compound classes.40–42,77–79 Among other compounds, Thomas et al.41 worked on the AHR ligands TCDD and BNF and the enzyme inducers PB, PCB-153, and Aroclor-1260, as well as other mechanistic classes. Class-specific expression profiles could be distinguished between AHR ligands and other enzyme inducers as well as compared to other functional classes. Aroclor-1260, a PCB mixture that contains primarily non-coplanar, PB-type PCBs and a proportion of MC-like PCBs, did not cluster with TCDD. According to the hierarchical clustering performed in the studies of Waring et al.,36,37 3-MC and Aroclor-1254 fall into one and the same cluster. This may be due to the MC-type fraction of the Aroclor-1254 mixture or because no further enzyme inducers of the PB- or MC-type were included in the study. It appears, therefore, that the number of compounds belonging to a certain toxicological endpoint included in a database can influence the resolution of subsequent predictions.



10.2.3 HORMONES



AND



ENDOCRINE DISRUPTORS



The endocrine system is involved in processes that guide development, growth, reproduction, and behavior. In the field of endocrine research, interest is mostly concentrated on steroid hormonereceptor-mediated pathways, in particular actions via the estrogen receptor (ER). ER is an important pharmaceutical target for hormone replacement therapy in menopausal women and the prevention of breast cancer.80 Similar to CAR and AHR, ER is a ligand-activated receptor acting as a transcriptional activator of target genes, with estrogen (17-β estradiol, estradiol, E2) being the natural ligand. Estrogens are proven human carcinogens that exert some of their effects by stimulating cell proliferation in target organs.81 Major goals in current toxicogenomic studies are the investigation of ER target genes and determining the impacts of other xenobiotics on ER-mediated signaling. Transcription profiling is a particularly valuable tool in the field of steroid receptor signaling, as the primary effects of these pathways lead to altered expression of target genes. Some xenobiotics (e.g., drugs, pesticides) interfere with the functions of the endocrine system and thus are referred to as endocrine disruptors. Endocrine disruptors may act as ER agonists or antagonists or as selective ER modulators (SERMs) which can have either agonistic or antagonistic function, depending on the tissue.82 This is the reason why some SERMs have beneficial and undesirable effects at the same time, depending on the tissue in which they exert their effects. For example, both tamoxifen and raloxifen function as antagonists in the breast and as agonists in bone, but differ in their effects in the endometrium, where tamoxifen is an agonist and raloxifen an antagonist.83 In case of an agonistic action, the resulting proliferative effect might contribute to the development of endometrial cancers.84 Estradiol has been proven to exert reproductive and developmental effects in rodents, and a number of toxicogenomic studies have been perfomed in this area.85–87 Using DNA microarrays, Waters et al.87 characterized the gene expression profiles of E2 and 2,2-bis(p-hydroxyphenyl)-1,1,1trichloroethane (HPTE), a metabolite of methoxychlor (MCX) with estrogenic activity (xenoestrogen), as well as the effects of the antiandrogen flutamide in the uteri and ovaries of mice. HPTE is a selective ER-α agonist but possesses a much weaker binding capacity to ER-α than E2. HPTE is also an ER-β and androgen receptor (AR) antagonist. The authors found overlapping expression profiles of the two estrogenic compounds, as well as gene expression changes linked exclusively to one or the other. In general, transcription profiles and selective binding properties of the compounds were found to be well correlated. Discrepancies occurred between microarray and reverse transcription–polymerase chain reaction (RT-PCR) data. It should be noted that, in contrast to RT-PCR, the DNA array analysis was performed with only one animal per treatment group, which might be the reason for the poor correlation between RT-PCR and DNA array results. © 2003 by CRC Press LLC



Immunohistochemical data would be helpful to further clarify the mechanism. Green et al.85 compared the actions of E2, tamoxifen, toremifene, and raloxifen in the uteri of ovariectomized rats. The study design combined the use of semiquantitative RT-PCR, cDNA microarrays, immunohistochemistry, and enzymatic assays. Fold decreases of ER mRNAs (ER-α, -β, and -β2) were found to be equivalent after treatment with all compounds, indicating that these effects are not the primary cause for the observed differences in efficacy of induction of ornithine decarboxylase (ODC) and creatine kinase brain type (CK-BB) by these compounds. Another study analyzed the effects of estrogen and testosterone on prostate cancer.88 These hormones play an important role in prostate cancer. Changes in the ratio of testosterone and estrogens with increasing age are one of the potential risk factors for prostate cancer in men — the most frequently diagnosed malignant cancer in the Western world.89 Using the rat animal model developed by Noble and colleagues, the authors observed upregulation of several genes during sexhormone-induced prostate carcinogenesis, including elevations in testosterone-repressed prostatic message-2 (TRPM-2), matrix metalloproteinase-7 (MMP-7), and inhibitor of differentiation (ID1), as detected by microarray analysis and further confirmed by semiquantitative RT-PCR, western blotting, and immunohistochemical studies. Several studies on human breast cancer cell lines have been conducted to characterize relations of estrogenic actions and breast cancer.90–96 Using microarrays, Finlin et al.91 identified a ras-like gene whose expression was induced rapidly in estrogen-stimulated MCF-7 cells and suppressed with tamoxifen.91 Because the new gene, termed RERG (ras-related and estrogen-regulated growth inhibitor), was found to be expressed at a low level in a significant percentage of primary breast tumors with poor clinical prognosis, it is possible that downregulation of RERG may contribute to breast tumorigenesis. Based upon the same model system, changes in gene expression were monitored in another study with cDNA microarrays at six different time points ranging from 1 to 48 hr after estrogen stimulation of MCF-7 cells.90 At time points with an increased number of cells in the S-phase, a considerable number of genes associated with DNA replication were found to be induced, further elucidating the mechanism of mitogenic activity of estrogen. In addition to known ER-responsive genes, Soulez and Parker93 identified a considerable number of novel target genes in human ZR75-1 cells. The most pronounced effect was an over 100-fold increase in CYP2B expression over a 24-hr period. Interestingly, CYP2B was not detected in MCF-7 cells. The three other studies on the same model system used open approaches to analyze the effects of estrogen on gene expression.94–96 In two of the studies, SSH was the method of choice; in the context of the inhibitory effects of AHR agonists on the estrogen receptor pathway, 35 genes associated with this receptor cross-talk were identified as being induced by estrogen and inhibited by TCDD. Many of the regulated genes were involved in cell proliferation, possibly contributing to the inhibition of estrogen-induced growth by AHR agonists.94 In the other SSH study, Ghosh et al.96 isolated 14 estrogen-responsive genes, two of which (PDZK1 and GREB1) were also significantly over-expressed in ER-positive primary breast cancers, representing potential new biomarkers for estrogen-responsive tumors. An in-depth view of the gene expression changes associated with estrogen action was attempted by another SAGE study95 in which the transcript levels of 12,550 genes were monitored. Only about 0.4% of those genes showed an induction of at least threefold following 3 hr of treatment, including five novel E2-inducible genes (E2IG1–E2IG5) as well as several interesting genes potentially involved in cell-cycle progression. In order to screen for possible endocrine-disrupting substances in groundwater, Custodia et al.97 developed a high-throughput assay based on a Caenorhabditis elegans DNA microarray. The authors exposed C. elegans to a number of vertebrate steroids and promote this model system as being a useful screening tool for identifying putative endocrine disruptors. The mitosuppressive effect of ethinyl estradiol (EE), a potent hepatic tumor promoter in rodents, was investigated in the livers of female rats by Chen et al.98,99 using differential display. Several of the differentially expressed transcripts were mitochondrial genome-encoded genes that were also inducible after treatment of human HepG2 cells with EE, E2, and certain estradiol catechol © 2003 by CRC Press LLC



metabolites. The induction of those genes was accompanied by increased mitochondrial superoxide production and therefore seems to reflect increased respiratory chain activity. In a recent study, Clegg and colleagues100 compared the transcriptomes of a prostate cancer cell line in the presence and absence of androgen stimulation using the technique of EST quantitation. From the specific cDNA libraries they generated a total of 4400 expressed sequence tags (ESTs) representing 2486 distinct transcripts, 336 of which were expressed in both populations. After androgen treatment, 21 genes were detected as being significantly up- or downregulated. However, when comparing their EST quantitation results to Northern blot, they could confirm regulation for only 6 out of 10 genes. In order to identify additional androgen-responsive genes, they compared their digital EST results to SAGE profiling experiments examining androgenregulated gene expression in the same cell line, which they could obtain from the SAGEmap website at the NCBI, a publicly available database (http://www.ncbi.nlm.nih.gov/SAGE/). A thorough analysis of the two datasets as well as other previously published literature on androgen-responsive genes was performed. SAGE and the EST quantitation approach did detect only a subset of all genes previously reported to be androgen-responsive in humans, and in no case did statistically solid regulation events agree across all datasets, showing the limitations of digital expression profiling in cases of insufficient overall sampling size (i.e., number of tags generated). Theoretical and empirical data suggest that approximately 650,000 transcripts must be sampled in order to identify all but very rare mRNAs in a cell.101 This number is currently reached (and exceeded) only by the MPSS™ technology, which allows the analysis of up to 1 million transcripts in parallel.



10.2.4 METAL-INDUCED TOXICITY Metals and metalloids cause a broad range of toxicological problems and many exert carcinogenic effects; consequently, these compounds have attracted the interest of toxicologists for many years. Human exposure is partly due to their pharmacological use (for instance, in the use of arsenic against infectious diseases) and is becoming increasingly important in modern environmental toxicology.102 In the past 2 years, microarray analysis has also been applied to this challenging field.78,79,103–115 Cadmium (Cd) is a heavy metal, occurring in the environment, that exerts toxic effects on renal, hepatic, respiratory, skeletal, and reproductive systems.116 Cadmium has been classified as a human carcinogen.117 Bartosiewicz et al.109 performed a combined analysis of three compounds, cadmium chloride, benzo[a]pyrene, and trichloroethylene, using a small array of 150 genes. Ten genes were induced significantly, in addition to a number of significantly repressed genes. The induction of methallothionein (MT) I and II genes and several of the heat shock and early-response genes in mouse liver were consistent with previous results reported in the literature. Authors studying the effects of acute cadmium exposure on stress-related gene expression in the liver of wild-type (wt) and MT-I/II-null (MT-null) mice observed a marked increase of mRNAs coding for heat shock and stress-response proteins.105 Among the genes found to be suppressed were cytochrome P450s (CYPs), UDP-glucuronosyltransferases (UGTs), and manganese (Mn) superoxide dismutase. MT-null mice proved to be more sensitive to Cd-induced stress-related gene expression compared to wt mice, indicating a crucial role for MT. MT is also involved in leadinduced toxicity and, in analogy to its role in inhibiting cadmium-induced toxicity, MT-null mice show an increased sensitivity toward lead exposure.113 In addition to microarray analysis, free radical production was analyzed in the study of Liu et al.105 in order to quantify the well-known effects of Cd-induced oxidative stress. Although the mechanism is still unknown, the weak redox potential of Cd supports the hypothesis that indirect effects of Cd may ultimately be responsible for oxidative stress. Expression analysis of Cd-treated samples revealed a suppression of Mnsuperoxide dismutase, supporting the hypothesis that Cd may disturb expression of components in the antioxidant defense system. Marked induction of hsp60 and DT-diaphorase, phospholipase A2, and CYP3A25 all further support a possible involvement of mitochondrial disruption and activation © 2003 by CRC Press LLC



of oxidases contributing to oxidative stress. Similarly, inductions of stress response genes (including those for methallothionein and other antioxidant genes) were observed in Cd-treated human HeLa cells.103 The mentioned studies provide evidence for the existence of well-characterized, reproducible transcriptional effects resulting from acute Cd exposure. Those effects were unrelated to Cdinduced testicular injury observed in mice.104 The metalloid arsenic is another important toxic agent that has been under toxicogenomic investigation. Arsenic is an environmental toxicant with a proven carcinogenic potential in humans, causing cancers of the skin, lung, urinary bladder, and liver.118 A number of microarray-based studies are trying to unravel the molecular mechanisms of arsenic-induced injury which are still poorly understood.79,80,106–108,110,111 To our knowledge, only one toxicogenomic study has reported on human in vivo exposure to arsenic.106 The authors received liver biopsy samples from a Chinese population that had been exposed to arsenic for 6 to 10 years and showed accompanying degenerative liver lesions. RNA from six of the livers was compared to six normal livers (obtained from a U.S. hospital) by using a cDNA array comprised of 588 cancer-related genes. 60 genes were found to be differentially expressed, including genes involved in apoptosis, cell-cycle regulation, and DNA damage response. However, because ethnicity represents a confounding variable in these studies, revealing the origin of these transcriptional differences (arsenic exposure or simple ethnic diversity) is still not possible. With that caveat in mind. however, some of the differentially regulated genes in this study were also identified in a microarray analysis using rodent liver cells. Similar to the results in humans, dramatic increases in c-myc, PCNA, and cyclin D1 were observed in chronic arsenite-transformed rat liver TRL1215 cells.110 In this study, 80 differentially expressed genes were identified, including stress-response genes such as hsp70, which was found to be regulated in several other studies (e.g., in a study using arsenic-treated human fibroblasts as model system)111 and in a study testing for acute effects of arsenic in mice.108 Comparison of acute and chronic or subchronic studies may enable the distinction of acute-phase and stress genes from genes specifically associated with long-term arsenic exposure. Again, an overall comparison of the results is difficult due to the use of different DNA arrays and nonstandardized study designs. Arsenic was also among the 15 compounds included in the predictive study of Waring et al.78 Depending on the clustering algorithm used, arsenic clustered together with various compounds, including methapyrilene. A common underlying mechanism between these compounds might lie in their common induction of periportal necrosis in the rat liver, which is one of several forms of hepatotoxicity exerted by arsenic.119 Epidemiological studies have revealed that exposure to certain nickel compounds is strongly correlated to the incidence of lung and nasal carcinomas.120 In addition to the initiation of lipid peroxidation and reactive oxygen species formation,121–122 nickel has been found to induce chromosomal aberrations and DNA–DNA and DNA–protein crosslinks,123–125 all of which can lead to abnormal gene expression. In a study performed to elucidate the mechanism of nickel-induced cell transformation, Mao and colleagues126 analyzed two nickel-transformed human embryonic lung cell lines by differential display. They detected very specific responses to individual nickel compounds: NiO stimulated the expression of a different set of genes than did Ni3S2. Two of the clones identified were also differentially regulated in certain lung tumor cell lines, pointing to a possible role for these genes in the process of lung carcinogenesis. One of these clones showed high homology to the Mena gene, whose protein product is probably involved in microfilament assembly.127 It is thus formally possible that Ni-induced disregulation of this gene could disturb the process of chromosomal distribution during mitosis and thus contribute to some of the chromosomal aberrations observed after nickel exposure.



10.2.5 DNA DAMAGE



THROUGH IONIZING



RADIATION



Various studies have employed microarrays to investigate the mechanisms of DNA damage induced by ionizing irradiation in human cells.128–131 Ionizing radiation randomly damages cellular © 2003 by CRC Press LLC



components and induces a variety of DNA lesions,132–133 thus inducing several cellular DNA repair mechanisms.134 Because the ability of a cell to repair DNA damage may be dependent on the proliferative activity of the cell, an important question is whether quiescent or dividing cells should be studied. Two reports have addressed this problem.130–131 In the study of Mayer et al.131 in collaboration with our group, a DNA repair-focused microarray was used to analyze the expression profiles of resting and stimulated (proliferating) peripheral blood lymphocytes (PBLs). Gammaradiation-induced DNA damage and repair were assessed by the Comet assay and compared to gene expression profiles in the PBLs. Differences in the extent of radiation-induced DNA damage or DNA repair capacity could not be observed among the gamma-irradiated resting and proliferating lymphocytes, whereas significantly elevated background damage was observed in stimulated cells. Twelve genes were found to be regulated in response to the mitogenic stimulus, and most of these are indeed involved in DNA replication. Amundson et al.130 also searched for potential markers of radiation exposure in peripheral blood lymphocytes and demonstrated that stimulation did not appear to enhance the expression of DNA damage markers compared to irradiated quiescent cells. An induction of several markers, including DNA-damage-binding protein 2 (DDB2), Xeroderma pigmentosum group C complementing protein, XPC), and cyclin-dependent kinase inhibitor 1A (CDKN1A), could be reproduced in ex vivo-irradiated PBLs from multiple independent donors. DDB2 encodes for a subunit of DDB, a protein known to be involved in ultraviolet repair. In a previous study, the effects of ionizing radiation on the human myeloid cell line ML-1 were investigated, resulting in the identification of 48 differentially regulated genes.129 The expression of a restricted number of these putative marker genes was systematically examined in a panel of 12 different human cell lines, revealing significant differences in expression between the cell lines investigated. Because inter-individual differences in response to radiation are well known, it would be very helpful to have a screening tool at hand to easily predict the susceptibility of individuals to radiation. In order to take a first step toward the selection of suitable markers of radiation response, Ford et al.128 irradiated lymphoblastoid cells with x-rays and identified 19 regulated genes, with changes ranging from 10-fold repression to a 12-fold induction. Some of the radiation-responsive genes (e.g., serotonin receptor, growth inhibitory factor) encoded for proteins for which expression had not been previously reported in lymphocytes. The 19 putative marker genes for radiation response may aid in further attempts to establish individual risk assessment on the basis of gene expression changes.



10.2.6 CHEMOTHERAPEUTIC AGENTS Quite often no clear line can be drawn between adverse and beneficial or physiological, pharmacological, and toxic effects of drugs. This is especially true for the cytotoxic effects of compounds used in anticancer therapy. On the one hand, the cytotoxic effects on cancer cells are desired; on the other hand, adverse effects on normal cells are of major concern. Three microarray-based studies provide an extensive analysis of a larger number of human cancer cell lines in an effort to correlate chemosensitivity profiles with gene expression profiles of the unexposed cell lines. The analysis of direct correlations between drug action and gene expression is not provided.135–137 Two of these studies135,137 are based on the same panel of 60 U.S. National Cancer Institute (NCI) cancer cell lines that have been used by the NCI Developmental Therapeutics Program.138–141 In both studies, transcription profiles of cell lines tend to cluster according to their tissue of origin, instead of clustering according to their chemosensitivity class. Applying a combination of data analysis approaches including a leave-one-out cross-validation procedure, training sets were used to generate tissue-independent, gene-expression-based classifiers for each of the 232 compounds tested. The predictive power of these classifiers was significantly higher than would be expected by chance alone.137 A third study used a smaller number of 39 human cancer cell lines, 9 of which are not included in the NCI panel.136 © 2003 by CRC Press LLC



The aim of these laborious studies was to improve the development of individualized cancer chemotherapies. For a first level of analysis it seems reasonable to examine gene expression and drug sensitivity relationships separately. The studies provide evidence that it is possible to screen samples for genetic determinants of differences in the sensitivity toward drugs, representing an important advance toward individualized treatment regimens for patients with different types of cancers. While putative marker genes for chemosensitivity have been identified in these studies, additional analyses of treated cells are necessary to provide further insights into the exact mode of action of these and other anticancer drugs. The number of transcription profiling studies dealing with these questions is too large for adequate representation in this chapter; however, we included a selection of studies in the references.142–157



10.3 SUMMARY The transcriptomics-based studies surveyed here were conducted to improve our knowledge of toxicological responses. They have already generated an enormous amount of data, much of which still remains to be exploited. It is anticipated that in the coming years more rigorous standards of microarray data generation and analysis adopted by multiple laboratories will begin to more accurately define the true sets of genes induced by various toxicants. By now, transcription profiling can provide evidence in favor of, or in contradiction to, certain mechanistic hypotheses and can provide new hints on the mechanism of toxicity of a compound; however, toxicogenomic data alone are insufficient to deduce complete sequences of toxic events. The studies discussed in this chapter show that we still have only a few pieces of the puzzle at hand which serve as starting points for further analysis. Supplementary information derived from methods such as histopathology, immunohistochemistry, proteomics, or metabolic studies are likely to further improve the interpretation of gene expression data. Ultimately, these ever-increasingly complex mechanistic studies will result in a better understanding of the cellular and molecular effects of toxicants in target and nontarget tissues. It is likely that the sum total of results from basic mechanistic toxicogenomic studies such as those presented here will eventually result in practical advances for society, ranging from early detection diagnostic assays to better strategies for therapeutic intervention following toxicant exposures.
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11.1 INTRODUCTION The past several years have seen the rapid application of genomics to toxicology. In fact, the term toxicogenomics has been derived1,2 to refer broadly to the study of gene expression in virtually any given toxicity paradigm. Measurement of gene expression is also frequently referred to as transcript profiling.3,4 A critical hypothesis of toxicogenomics is that altered gene expression is one of the earliest measurable responses to a toxic challenge and that the resulting transcript profile reveals mechanistic insight into the toxicity as well as how each cell type is programmed to respond. In order to derive the most knowledge and value from these data, sound toxicologic study design principles must be included, such as dose response, time response, and species specificity of effects. Additionally, both target and nontarget organ effects should be assessed at the molecular level. Together, these principles have the best potential for creating a reliable tool for toxicological decision making. Finally, the ultimate achievement of toxicogenomics will be the ability to use transcript profiling to predict toxic outcomes accurately and reliably, thus greatly enhancing the efficiency of drug candidate selection. In order to obtain this goal of predictive toxicology, experimental databases must be constructed that include the classical standards of toxicity evaluation, such as histopathology and serum chemistry, which can be correlated with differential expression of specific sets of genes that occur temporally in advance of the clinical observations of toxicity. In this chapter, we focus on the characteristics of useful and meaningful toxicogenomic databases. What is meant by predictive toxicology? The rapid pace of toxicogenomics research has created a new niche vocabulary and a flurry of publications vying to establish research benchmarks for the field. Thus, for the purposes of this chapter, some definition is warranted. Simply stated, predictive
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toxicology is the use of short-term toxicogenomic data (e.g., in vitro or short-term in vivo data) to accurately predict findings in longer duration studies (e.g., chronic and/or carcinogenicity studies). To do so, a database of compounds with known chronic toxicity must be developed. Such a database could be queried with novel gene expression profiles from uncharacterized compounds. Samples in this case are mRNA from animal tissues or cells that have been exposed to a specific compound or other toxic challenge. Often, however, an alternative paradigm is utilized and represented as predictive toxicology. In this paradigm, an unknown or “blinded” sample is predicted to fall into a particular class of toxicants on the basis of similarity in expression pattern between the blinded sample and a set of wellcharacterized samples. Blinded toxicity profiling of this sort at the level of gene expression is not predictive toxicology, but rather represents characterization of a toxicity pattern at the molecular level. A further criticism of this type of toxicogenomic research is that the “pressure-testing” of the database is far too simplistic, (e.g., a barbiturate-driven database is used to identify another barbiturate). True predictive toxicology is the utilization of gene profiles or comprehensive expression patterns in order to predict the eventual onset of toxicity or pathology that is not yet manifested. To illustrate the point, take the example of the potent hepatocarcinogen, aflatoxin B1 (AFB1). It is well documented that administration of aflatoxin will result in liver tumors.5 Thus, if rats are treated with AFB1, one would ask, “Is there information present in the hepatic gene expression profiles shortly after treatment (e.g., 1, 3, or 7 days) that will ultimately correlate with the presence of tumors?” That is, can one predict from the gene expression profile from a short-term study that rats dosed chronically will eventually get liver tumors? The next step is to repeat this database experiment to include a broad collection of carcinogens. Obviously, tumorigenesis is a multistage and complex process, and it is not yet clear whether or not such databases will be useful in identifying specific gene expression profiles that can be informative, but such an experiment does demonstrate the essence of predictive gene expression. Toxicogenomics as a subdiscipline of toxicology has rapidly evolved from a period of valid concern for data quality, integrity, and reproducibility to incorporating sophisticated experimental designs into mechanistic-driven studies and, finally, to applying transcript profiling to predict toxicity. During this period of substantial growth, gene expression experiments have been roundly scrutinized due to high cost, lofty and unrealistic expectations, and bioinformatic issues dealing with the difficulty of coping with tremendous data outflow from these studies. The application of toxicogenomics can range from early target identification through to post-marketing evaluation of adverse events. In early target identification and proof of principle experiments, toxicogenomics can be applied to tissues from diseased animals to help identify critical pathways and genes involved in disease process. Countless databases have been developed where disease models are characterized and potential disease targets are identified. Once targets are identified and small-molecule drug candidates are screened for potency and selectivity, early toxicology experiments (e.g., in vitro and/or short term in vivo studies) can be conducted. Toxicogenomic studies have been performed for mechanistic understanding of certain in vitro and in vivo toxicity models,6–8 in addition to toxicology-related gene discovery9 and assembly of comprehensive databases.10 Pharmaceutical companies and research organizations are intrigued by the potential of toxicogenomics, but precise, value-added applications of this new technology with regard to drug development are critical for the future of the technology itself. Ultimately, backed by sound scientific principles such as appropriate experimental design and statistical examination of data, the utility of genomics in toxicology will be responsible for accelerating new chemical entities into the market. It is clear that toxicogenomics will strengthen the ability of toxicologists to more accurately understand toxicity and apply accurate risk assessment. However, it is unlikely that transcript profiling will be a panacea that replaces all of traditional toxicology; rather, it will become an additional yet valuable tool. For example, toxicogenomics can already be used to identify hepatic enzyme induction, yet it is unclear the advantage transcript profiling conveys upon solving transient and most likely posttranslational events such as drug-induced Q-Tc prolongation. Thus, in specific toxicities, © 2003 by CRC Press LLC



TABLE 11.1 Applicability of Toxicity Issues for Genomics Study Amenable to Genomics Study



Not Easily Amenable to Genomics Study



Enzyme induction Tumorigenesis Apoptosis Necrosis Cell proliferation Inflammation



1998



Application of microarrays to toxicology



Q-Tc prolongation Transient neuronal effects Hemolysis Idiosyncratic toxicities



1999



2000



Proof of concept and validation



2001



2002-2004



Predictive Toxicology



FIGURE 11.1 Toxicogenomics timeline. A relative timeline is depicted that marks the significant progress milestones of toxicogenomics over the past several years.



toxicogenomics will provide resolving power, while in other events it may not provide useful data (Table 11.1). Over the past half decade, toxicogenomics has matured from simply measuring differentially expressed genes in toxicity studies, to solid, mechanistic proof of concept and validation, to the cusp of predictive toxicology (Figure 11.1). This chapter discusses the aspects of using toxicogenomics in assembling different types of reference databases and the considerations necessary for employing such databases for drug-development decision making.



11.2 TOXICOGENOMICS DATABASES Currently, the term database is nearly as ubiquitous as it is vague and has become a source of confusion. Databases exist for the purpose of locating similarities or patterns for countless types of queries and/or to provide reference information for a given topic. Researchers are familiar with the National Center for Biotechnology Information (NCBI) PubMed website (http://www.ncbi.nlm.nih.gov), which is the user interface for a database of published literature citations in the biomedical sciences. When a text search query is entered into a dialog box on the PubMed homepage, the database is automatically searched and relevant information is retrieved and presented to the user. In the area of genomics, databases exist for vast sequences of nucleotides in order to find regions of similarity or uniqueness. Databases and tools available to the public for search purposes include GenBank (http://www.ncbi.nlm.nih.gov/Genbank/GenbankSearch.html) and the BLAST (basic local alignment search tool) (http://www.ncbi.nlm.nih.gov/BLAST/) algorithm.11 Relevant to toxicology databases, a recent review by Fielden et al.12 has summarized the various tools and strategies currently available for computer-based in silico toxicology. The databases mentioned previously are advantageous as they provide publicly available tools that permit early-stage research and hypothesis creation at minimal cost. These databases can also be queried with data from actual in-lab experiments. For example, if novel nucleotide sequences are identified in a set of experiments as being predictive for hepatocarcinogenicity, then these sequences can be compared to vast sequences built from a variety of species to identify the query sequences as novel or part of an existing genes or orthologs from another species. However, while providing a wealth © 2003 by CRC Press LLC
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FIGURE 11.2 Diagram depicting a representative gene expression profile. Key features of the display are that genes are expressed in a ratio of treated to control. Note that in order for genes to have the same relative scale in the negative direction, the ratio values must be converted to the negative reciprocal. In addition, ratiobased expression eliminates any values in the range –1 to 1 (gray-shaded region).



of support, these approaches are best utilized as a framework from which hypothesis-driven data can be further explained, as these databases clearly cannot yet become a substitute for true scientific method-driven experimentation. Fundamental differences exist between databases for toxicogenomics and sequence assemblies. Toxicogenomics databases consist of sets of empirically derived gene expression profiles. That is, a biological system is treated in some fashion (e.g., chemicals, disease process), mRNA is isolated, and relative expression changes in genes are determined and stored. Typically, gene changes are reported in a quantitative or qualitative fashion relative to some form of systematic and experimental controls. Quantitative gene expression measures are often presented as the ratio of treated to control such that a fold change in the gene of interest is recorded. For example, when gene A is expressed in a 2:1 ratio in the treated group relative to the control, this is called a twofold induction of gene A. Another method to report changes in gene expression is qualitative, such that genes expressed to a greater level than control are induced and genes expressed to a lower level than control are repressed. The fundamental principle of toxicogenomics databases is that the database essence is differential, quantitative, or semiquantitative data that can be seamlessly compared to other experimental results. Related information such as sequences and annotations are supportive of and electronically linked to the empirically derived data. In the ideal situation, the empirically derived gene expression data would be electronically linked to the NCBI annotation for a given gene, pathway information for the gene provided, coregulated genes identified, and some level of interpretation in a toxicological context available to the user. A representation of a gene expression profile is depicted in Figure 11.2. In this example, genes are represented as individual columns across the x-axis, while the fold induction (or repression) scores are recorded at given values on the y-axis in response to a single treatment. Using this kind of view, the investigator can gain rapid insight into the expression of specific genes in response to a treatment. An alternative way to view changes in gene expression is to monitor the changes of a single gene across multiple experimental conditions. In this way, the response characteristics of a gene, including dose response, time response, compound specificity, and tissue distribution, can be fully characterized. The term database for some can conjure up images of large and unwieldy datasets that can be managed only by bioinformaticists with high-powered computers and cutting-edge software. With user-defined databases and advances in software, this myth can be quickly dispelled. Databases can be derived from more limited datasets and can be as large or as small as the scientist needs. A database from a small focused study could be easily managed on a single computerized spreadsheet. Alternatively, databases can require multigigabyte storage areas but can be appropriately © 2003 by CRC Press LLC



queried to display only the most relevant data. Toxicogenomics databases comprised of data, data management software, and data analysis applications are commercially available from a number of sources, including GeneLogic, Phase-1 Molecular Toxicology, and Iconix, among others (http://www.gene-chips.com/GeneChips.html#Corporate). The point is that the term database is independent of the size and manageability of the dataset and is more a function of being a storage, retrieval, and comparison system for data regardless of size, sophistication, and cost. Further, extremely powerful software applications require only brief training before the end user is ready to import and analyze data. The reality is that toxicogenomic databases are moving quickly toward being a ready-made, turn-key resource for all toxicologists, not just toxicogenomic specialists. In order for toxicogenomics databases to have utility and ease of use, certain minimal components are required, including gene identifications and/or annotations, qualitative or quantitative information for each gene in response to a toxicant, and other forms of supportive information such as functional descriptions for genes and information about the experiment details (e.g., dose, exposure time, sex, species, strain, tissue type). Toxicogenomics databases as such form a reference framework for a variety of applications such as providing a means for comparing datasets or serving as a tool to generate new research hypotheses (e.g., linking expression information to other measures of toxicity). Value-added capabilities such as the ability to correlate transcript profiles to classical endpoints such as clinical chemistry and pathology are essential. Other more theoretical approaches to toxicogenomics are currently being explored as large sequence assemblies are studied and experiments are performed in silico as a means of generating new leads for research questions as well as possible functions for heretofore unidentified genes.12 Finally, the ability to link genomics data to other emerging technologies such as proteomics and metabolic profiling (i.e., metabonomics) will result in synergistic characterization of toxicity issues and help advance the utility of all three emerging technologies.



11.3 DATABASE CONSIDERATIONS Due to the current high-cost nature of genomics technology, the end goal and the specific characteristics of a toxicogenomics database must be clearly defined and fully understood prior to initiating experimentation. Basically, the fundamental question to be asked is: “What do I want the data to do?” If the database is to be used to find gene expression response characteristics for new chemical entities, the usefulness will be a function of the number and diversity of compounds that have been profiled relative to the compounds to be screened. If the database is to be used to generate new drug targets, then a multitude of disease tissues, including human and relevant preclinical models, should be used. If the database is to be used to generate new research hypotheses, then a database built on solid hypothesis-driven research is most appropriate. If the database is going to be used to support in vitro screening of compounds, then a database built on in vitro compound profiling is most appropriate. Due to the inherent differences between in vitro and in vivo models, the likelihood of being able to legitimately compare data from one system to the other is probably low. Thus, up-front decision making about the scope and application of a toxicogenomics database is critical. The rationale for building a database can vary but may involve one of several paradigms. Databases are built in order to identify relatedness among compound effects at the level of gene expression. Alternatively, databases can be built to assess the toxicity of new compounds relative to more fully characterized prototype compounds. Finally, databases can be built for the purpose of identifying genes that are predictive of a toxic outcome. Once predictive genes are identified, the value of the entire database is decreased and the specific predictive genes become the highvalue commodity.
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11.3.1 MODEL SYSTEMS Some database considerations are obvious while others are more transparent. First, the model system (rodent, canine, primate, cell line, etc.) for the biological phase of the database construction must be carefully selected. The decision about the most appropriate model takes into consideration such factors as how the genomic data will ultimately be used (e.g., early screening tool, preclinical lead selection/optimization, mechanistic insight), as well as the types of arrays (e.g., ADME-specific genes, Tox-specific genes, full genome, etc.) currently available to support the study. If the intent of the genomics database is to profile large numbers of compounds (100 to >1000) rapidly, then an in vitro model system is clearly the best choice. In fact, one of the earliest studies in the field of toxicogenomics utilized the in vitro approach to screen compounds and characterize toxicity on the basis of gene expression profiling.13 In a large-scale compound screening strategy, generating sufficient amounts of compound will likely be the rate-limiting step in database creation. Pharmaceutical compounds that are to be screened early in development are going to be in limited supply due to the difficulties associated with scale-up of combinatorial and medicinal chemistry processes, but milligram quantities of active pharmaceutical ingredient are feasible for an in vitro screening system. A compound database built on an in vitro strategy would be an internally relational database. That is, data will only be comparable within the selected in vitro system, and broad applicability to other in vivo systems as well as other in vitro systems would most likely be speculative. Once the model has been selected, the most appropriate genomics platform must be employed. Currently, a variety of platforms are available, with new technologies constantly being created. Some questions that should be asked up front include: Will this particular array change significantly over time (i.e., will more genes be added or eliminated)? Will the data calculation algorithms remain fixed? How will improvements in technology affect the existing platform and results? Can data from this platform be compared to data derived from another platform? Are the genomic elements of the array relevant across species? How will raw data be stored? As the functions of unknown genes (ESTs) are established, how will the new knowledge be retrofitted to the existing database? These questions are addressed with consideration of the risk that previously generated data could be rendered obsolete as technology evolves. Clearly, one option to counter the current state of rapidly evolving technology is to archive the source samples used to generate the transcript profile data such that the same samples could be used to benchmark changes in the platforms and data handling methods. But, archiving samples is not without its own inherent costs, such as space requirements, in addition to the requirement to have a reference system in which data can be tracked back to the original sample, not to mention the costs of repeating experiments, all of which assumes that the original sample retains its integrity and characteristics over time. Another option is to build flexibility into the database such that recalculating and updating are inherently facile processes. Either way, the most important fact is to understand how changes in the database system affect the resultant data and whether the changes could affect previous conclusions drawn from those data.



11.3.2 FEATURES



OF A



TOXICOGENOMICS DATABASE



Databases are generally comprised of five major features: (1) data generation instruments and portal, (2) data, (3) storage, (4) data management (back end) and (5) analytical software (front end). One basic database layout concept, in a highly simplified diagram, is depicted in Figure 11.3. In this framework, data are generated by suitable instrumentation, and the data are stored in a centralized data warehouse (usually on a server) and organized in an efficient, yet non-user friendly, format (e.g., raw textual data tables). The data tables require external management by a database engine (software) that should be transparent to the user and is referred to as the back end. The database engines, many of which are commercially available, perform the steps necessary to merge and split data files as requested by the user operating at the interface or viewer. Data are viewed © 2003 by CRC Press LLC
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FIGURE 11.3 Conceptual layout of a toxicogenomics database system. In this diagram, raw data are produced at the data-generation workstation. Data are sent via the portal to a storage location on a server. Data are retrieved and managed by the database engine (back end) and manipulated and analyzed by the analysis software (front end).



and analyzed by the data viewer, or front end. The goal of a viewer is to provide ease of use to proceed through logical steps in order to call in data, mathematically manipulate data, organize data, and perform numerous types of analysis. A variety of front-end software packages are available including Rosetta Resolver®, Spotfire®, and GeneSpring®, among others. Software data analysis packages typically provide the user with a highly functional interface. Features of data analysis software are plentiful and more or less useful depending on the needs of the user. Commonly used data analyses include principle components analysis (a method of statistical data reduction to create visual images that describe the variability among individual sample populations), multidimensional scaling (a variant of principle components analysis), hierarchical clustering analysis (involving the formation of distinct clusters of data points that can be graphically displayed in scatterplots, histograms, or dendrograms), and the unequal variance t-test. One important concept in data analysis is that the end user must be aware of the strengths and limitations of the tools within each analysis. For example, comparison of gene expression profiles on the basis of simple correlation may yield statistically significant findings for genes with little to no biological relevance. Thus, statistical methods must be sensitive to the magnitude of change when deriving correlation coefficients. This will aid in avoiding gene expression profiles that differ substantially in magnitude yet appear similar on the basis of mere correlation. Understanding the strengths and limitations of an analysis method is fundamental yet often overlooked, resulting in incorrect or overstated conclusions.



11.4 DATABASE PARADIGMS The following strategies are examples of the concepts behind the construction of toxicogenomics databases. Independent of cost and time, the conceptual framework of a database will determine its utility and applicability. At the present time, an initiative is ongoing to deal with the major issues of toxicogenomics. The International Life Sciences Institute (ILSI) is assembling gene expression data from some of the currently available gene expression technology platforms. The © 2003 by CRC Press LLC



ILSI initiative has already begun to deliver useful information on the major toxicogenomics issues through the efforts of specific working groups within the ILSI Health and Environmental Sciences Institute.14



11.4.1 CHEMICAL/COMPOUND-DRIVEN DATABASES Compound-driven databases are conceived with the notion or hypothesis that structurally and chemically related compounds will behave similarly and have similar gene expression profiles within a range, in a selected biological system. For example, the environmental toxin TCDD (tetrachlorodibenzo-p-dioxin) elicits a number of its effects through the aryl hydrocarbon receptor (AHR). Thus, the hypothesis could be put forth that TCDD and its congeners would affect gene expression in a similar fashion. Likewise, compounds that activate the peroxisome-proliferatoractivated receptor alpha (PPARα) (e.g., WY-14643, clofibrate, gemfibrozil) should induce changes in gene expression in much the same way across the class. Although the preceding examples are simplistic, they underlie the basic notion behind a compound-driven database. Indeed, experiments with peroxisome proliferators have been the basis for some of the recent “proof of concept” work in toxicogenomics.15 Such compounds are useful for several reasons, including the existence of a large body of traditional toxicity information (dose–response and histology), inexpensive and readily available compounds, receptor-mediated effects, and a well-understood signaling pathway. A list of compounds and the receptors that mediate their effects are provided in Table 11.2. Ultimately, the goal of such a database is to provide a predictive framework for assessment of toxicity of new chemical entities or previously uncharacterized compounds. That is, if an unknown compound has a gene expression profile similar to an aromatic hydrocarbon or a peroxisome proliferator, certain assertions about the unknown compound can be made and tested experimentally. While the notion of compound-driven toxicogenomics databases is pervasive, such an undertaking on a large scale (i.e., hundreds to thousands of compounds) is only feasible for in vitro systems at the present time. The reason for the reliance on an in vitro system in this case is simply due to the resource constraints of compound preparation. An in vivo approach to building a toxicogenomics database to mirror pharmacological structure–activity relationships (SARs) will not be widely applicable because demands for gram quantities of compounds for dosing animals may not be feasible without millions of dollars in funding. For a few cases of chemical classes, in vivo SAR datasets for toxicogenomics may be feasible, including peroxisome proliferators and aromatic hydrocarbons, but the applicability of such information to new drug design is minimal. The ultimate utility of the chemical-driven approach is to identify relationships between the structural features of diverse chemical molecules and how these features associate with observable pharmacology and toxicology in a biological system. Presumably, then, high-risk chemical features can be eliminated from subsequent molecules. However, identification of beneficial features that can be expanded upon are beyond the scope of toxicogenomics and thus will probably remain within the realm of validated high-throughput pharmacological assays. Currently, pharmacology groups within pharmaceutical companies use the SAR approach, but parallel toxicity SAR at the genomic level is still only conceptual. Establishing the relationship between distinct chemical features and toxicogenomics is complicated by the fact that toxicity is often a multistep process. One possible way to address the problem of relating chemical information to toxicity is to employ the fundamental principles of toxicology, including dose and time response. A hypothesis that could be put forth is that gene expression changes at early time points are compound specific, while gene expression changes at later times are specific to the toxic response. Although logical, a comprehensive approach dramatically increases the amount of microarray work required.
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TABLE 11.2 Compounds, Receptors, and Target Genes Compound



Receptor



Estrogen, ethinyl estradiol Dihydrotestosterone Corticosterone, dexamethasone, WY-14643, clofibrate, gemfibrozil, diethylhexylphthalate Pioglitazone, troglitazone, rosiglitazone Phenobarbitala Pregnenolone-16α-carbonitrile TCDD, benzo[a]pyrene



Estrogen receptor (ERα, ERβ) Androgen receptor (AR) Glucocorticoid receptor (GR) Peroxisome-proliferator-activated receptor α (PPARα) PPARγ Constitutive androstane receptor (CAR) Pregnane X receptor (PXR) Aryl hydrocarbon receptor (AHR)



a



Regulated Genes pS2 Spermidine synthase Tyrosine aminotransferase Acyl-CoA oxidase c-Cbl-associated protein (CAP) CYP2B1/2B2 CYP3A CYP1A



Phenobarbital binds CAR with relatively low affinity, thus other mechanisms for CYP2B1/2B2 upregulation are possible.16



11.4.2 PATHOLOGY-DRIVEN DATABASES A toxicogenomics database driven on the pathology concept relies on the ability of certain compounds to induce particular toxicologically relevant findings (Table 11.3). Endpoints in this context minimally include histopathological alterations and significant changes in serum chemistry parameters. The strength of such a database is based on the fact that these types of observations are very well documented and can be associated with toxicant-induced organ dysfunction. Thus, the pathology-driven database can be considered compound independent because structurally diverse compounds can cause similar toxicities. For example, both cisplatin and cephaloradine cause kidney tubular necrosis despite being structurally unrelated.8,17 A gene expression profile database grouped according to the type of toxicological endpoint with which the profiles are associated would be useful in identifying the subclasses of expression profiles for different histopathological lesions. Importantly, the significance of being able to distinguish a particular lesion from a histopathologically similar lesion would be realized if an impact on risk assessment could be gained. New expression profiles can be compared to the database of pathology-associated profiles in order to classify and associate new data. Another advantage of the pathology-driven database is the inherent ability to leverage a large knowledge base of toxicity information. Historical literature contains information on classical toxicity endpoints for hundreds of compounds that can be mined and included in the database. Information such as target organ toxicity, dose–response relationships, solubility, carcinogenicity, and acute lethality (LD50) enables accurate dosing and establishes correlative toxicity data. The correlation of traditional toxicity to gene expression forms the basis for connecting gene expression to more established measures of toxicity. In addition, if non-target tissues are used as a control, then mechanistic insight into target tissue toxicities is possible. Gene expression changes, like other compound-mediated biological events, tend to follow distinctive time courses. Measurement of genes at a single time only provides a snapshot of the continuum of gene expression responses and may lead to incorrect conclusions. Interpreting single time-point gene expression data is only minimally informative in regard to the underlying biological processes. A hypothetical example of time-course gene expression measurement, loosely based on hepatic injury models,18,19 is depicted in Figure 11.4. In this example, the clinical manifestation of toxicity is delayed until ~24 hours after single-dose exposure. Depicted at the top of the figure are three phases of time in which gene expression changes could be assessed. During the first phase, the drug is undergoing distribution and is not yet at steady state; the initial effects of toxicity are occurring at the subcellular level with little or no accompanying tissue damage. During the second phase, the subcellular tissue damage process becomes severe enough to lead to overt damage of © 2003 by CRC Press LLC



TABLE 11.3 Liver Toxicity Endpoints Representative Toxin



Necrosis Increased transaminases Inflammation Hepatocyte proliferation Peroxisome proliferation



Acetaminophen Aflatoxin B1 Lipopolysaccharide Phenobarbital Clofibrate



phase-2



phase-3



Serum [Drug] (



phase-1



24



48



Injury marker (- - -)



)



Endpoint



72



Time (hours) FIGURE 11.4 Time–response measurement of genes relative to drug distribution and appearance of toxicity. The solid curve reflects the time course of drug presence in serum following a single dose. The dashed curve is the compound-associated toxicity. Each rectangular area represents distinct time frames for gene expression measurement.



an increasingly greater proportion of cells in the hypothetical tissue, and the damage becomes detectable by traditional toxicity assays (e.g., transaminase assays, histological alterations). Finally, during the third phase, the tissue is undergoing repair processes necessary to restore normal organ homeostasis. Using this paradigm it is easy to understand the diversity of transcriptional responses that could take place. During the first phase of response, primary response genes (i.e., genes not likely to be dependent on synthesis of protein) are likely to be expressed. Genes in the primary response include c-myc20 and c-jun21 or interferon-inducible protein 10,22 in addition to acute-phaseresponse genes induced in models of hepatic injury. The second phase of gene expression is indicative of the specific genomic response to toxicity. Genes in this category may include genes such as waf-1, gadd45, and p21.23 Genes in the second phase control the cell cycle in order to limit permanent damage to critical cellular molecules such as DNA. Frequently, genes involved in inflammatory processes are also expressed during the second phase and may contribute to the resultant pathology.24,25 Finally, in the third phase, the cells in the affected regions of tissue are commencing repair processes and initiating proliferation to replace cells lost to the toxic insult.26,27 The preceding example, albeit hypothetical, provides a demonstration of how gene expression can be temporally connected with pathological observations of toxicity. The link between gene profiles and pathology provides mechanistic understanding of the underlying pathophysiological processes.



11.4.3 HYPOTHESIS-DRIVEN DATABASES Creating a toxicogenomic database underneath a research hypothesis has an advantage in that critical scientific questions can be addressed while data are continually being added and the hypothesis evolves. In fact, hypothesis-driven databases may include features characteristic of the compound- and pathology-driven databases discussed earlier. However, a concise hypothesis will result in more datasets intended to answer focused research questions. In the end, a database built © 2003 by CRC Press LLC



on hypothesis-driven research will likely be either an amalgamation of several different lines of parallel research or a single hypothesis taken down along a series of step-wise experiments. Detailed descriptions of a hypothesis-driven database would be difficult to address due to the endless numbers of hypotheses that can be conceived; however, one concept worth considering is relating data across the “-omics” technologies. Genomics technologies have evolved sufficiently to allow for rapid, consistent, and reliable generation of data. Proteomics and metabonomics studies that are run in parallel with genomics are currently more limited in scope because the throughput rate of samples is still lower due to technological limitations. Yet, if history holds, both proteomics and metabonomics technologies will quickly overcome the current limitations and begin to yield data similar in scope to genomics. Thus, the study design for a hypothesis-driven genomics database should include the necessary sample collection protocols to enable future experiments to assess both protein and metabolite changes.



11.5 SUMMARY The advancements in molecular biology that spawned the genomics revolution have resulted in a massive output of data that requires sophisticated software to be useful. Parallel advancements in miniaturization of genomics technologies and computer speed and storage capabilities have enabled the creation of incredibly vast databases of sequence and expression information. Toxicogenomics databases are unique in that the essential component is empirically derived differential gene expression data. Sequence and annotation or functional descriptions support the gene expression information and provide insight into toxic mechanisms. Finally, making the connection between gene expression profiles and classical toxic endpoints will result in the ability to predict the onset of toxicity earlier, in addition to identifying features of new chemical entities that have a toxic liability. Predictive toxicology promises new and accurate insight into toxicity, resulting in new and safer drugs being delivered to patients more quickly.
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12.1 INTRODUCTION Toxicogenomics, the study of gene expression changes following toxicant exposure, could deliver insight into potential human toxicity earlier in the drug development process (Figure 12.1). This new technology may provide a platform for the identification and ranking of potential toxicities for new chemical entities (NCEs), thus increasing the likelihood of success in preclinical and clinical development of drugs. Traditional preclinical toxicology studies are time consuming and costly, may require high amounts of each compound under study, and may not accurately predict human toxicity. The limited number of endpoints evaluated in preclinical toxicology is estimated to be less than 100 in even the most comprehensive studies1 and may not adequately measure the potential for toxicity of an NCE in humans. Transcriptome-wide gene expression studies targeted to understanding the impact a toxicant has across highly diversified, multifunctional gene sets and numerous pathways will revolutionize the manner in which toxicologists evaluate human safety issues.1–6 The field of toxicogenomics is growing quickly, as evidenced by the number of published articles in this field viewed over time (Figure 12.2). The majority of preliminary published articles were reviews describing the promise of this technology. Recent publications have focused on investigative pursuits through experimentation that attempt to characterize the applicability of toxicogenomics as a more sensitive measure for the classification of toxicity and its mechanisms. The construction of a reference database and the implementation of several analytical and visualization techniques effective for toxicity discrimination and mechanism discovery are key components to a successful toxicogenomics program. All of these components are discussed in this chapter. Analysis techniques integral to a predictive program are reviewed, as are the parameters that affect the construction and utility of predictive toxicogenomics models. The ToxExpress™ (trademark of Gene Logic, Inc.; Gaithersburg, MD) program, Gene Logic’s proprietary approach to toxicogenomics, is discussed, and, finally, specific applications of toxicogenomics using the ToxExpress reference database, analysis tools, and visualizations will be presented.



FIGURE 12.1 Toxicogenomics and drug development.
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FIGURE 12.2 The numbers of articles in 2002 are extrapolated from the first 6 months.



12.2 PREDICTIVE MODELING AND ANALYSIS USING LARGE GENE EXPRESS REFERENCE DATABASES Predictive modeling is an application of statistical inference and does not inherently answer mechanism-based questions; however, the behavior of individual marker genes within predictive models can infer specific mechanisms in reference to the larger database. Therefore, several types of issues can be resolved using predictive modeling algorithms as a starting point, including: (1) early-stage compound toxicity ranking using in vitro or in vivo testing, (2) mechanistic-based analyses for toxicity, and (3) discovery of unique biomarkers that could be useful in evaluating preclinical and clinical studies. Contained within this section is a review of the steps in the construction and application of predictive models in general. The processes discussed include selection of gene markers, classification of samples and genes, validation of predictive models, and database construction and development.



12.2.1 SELECTION



OF



GENE MARKERS



The advantage of microarray experiments in the classification of toxicity lies in their potential ability to measure gene expression levels across the entire transcriptome of an organism. A single chip experiment could yield expression information for up to tens of thousands of parameters, a much more informative situation than with the dozens of classical measures of toxicity. However, this advantage also presents multiple challenges, as, obviously, tens of thousands of parameters are more difficult to analyze than a few dozen. Whereas analysis of clinical chemistry and histopathology data can be performed inside the clinic by a trained observer with little more than a spreadsheet, the highly multidimensional space of microarray data quickly overwhelms the investigator. In addition, microarray platforms have been criticized in the industry due to the amount of inherent noise for any single measurement. It is difficult to separate the true measurement for any particular probe on a chip from the noise associated with that probe. Statistical validation along with subsequent biological validation is usually necessary for such an analysis. To begin building predictive models using microarray experiment data, investigators must first identify marker genes that can classify the types of toxicity one is interested in assaying. For instance, the general toxic response can be theoretically defined as those genes for which expression levels are altered to approximately the same degree irrespective of the specific type of toxic effect the compound may induce. Likewise, a marker of toxicity that is specific to a type of pathology such as necrosis will be defined by its ability to be regulated in the same manner with all necrosiscausing agents. The potential for assays that yield both predictive results and mechanistic information in this context is great. Using predictive markers that characterize a general toxic response, © 2003 by CRC Press LLC



specific pathologies, and even specific compounds of known toxicity, researchers can effectively fully characterize the toxicity of a compound and can concentrate only on those predictive markers that characterize the toxicity profile of interest. Not all genes change with exposure to a particular toxicant. However, the definition of a “change” is not well characterized and is both platform and experiment specific. Microarray platforms provide for tens of thousands of gene expression measurements, where each of the genes being measured has an associated noise produced from the physical aspects of chip processing and from biological differences associated with individual specimens. By limiting the focus in predictive toxicology to only those genes that truly change due to toxicity, investigators can effectively increase the signal-to-noise ratio and improve the chance for successful classification of new compounds. Confounding biological factors include basic parameters such as pharmacological effects, time course effects for individual toxicants, and individual specimen susceptibility to the toxicant. Confounding physical microarray factors include basic parameters such as scanner variability, chip lot variability, and hybridization times. Both forms of variability are also influenced by more subtle factors that are too amorphous to identify. Although standardization of protocols at the chip processing and biological experiment levels will help to remedy these issues, the true solution, although costly, lies in the construction of a large reference database that contains many known toxicants and control compounds, multiple doses of those toxicants, several time points postexposure, and biological replicates for each condition. Multiple doses of toxicants allow for the separation of the pharmacological effect from the toxic response. Time course data yield the obvious benefit of observable changes of the toxic response over time through gene expression and offer the additional benefit of improving the chances of observing a true toxic response compared to using a single time point. Finally, biological replicates are necessary for establishing significance measures of changes relevant to toxicity. The wide variety of gene selection procedures all share the common goal of ranking genes with respect to distinct differences the analyst or biologist deems important. Ideally, ranking should be based on the probability that the expression differences are reproducibly different from a “normal” condition and not due to random noise.7 This method of statistical inference depends on assumptions regarding the sample size and characteristics and adherence to the behavior of the universal population. All genes differ in their dynamic ranges of expression as well as in their overall biological variability, and each may be affected differently by microarray processing variability. A large reference database directly measures each one of these parameters, allowing for a reliable statistical inference that applies to each gene separately and adheres to the majority of parameters associated with the population. Parametric and nonparametric techniques both have been applied to identify marker genes successfully for a number of different biological applications.7–13 Normal distributions are optimal for gene selection procedures. In the event that a raw normal distribution of signal intensity for the majority of genes is not observed, numerous transformations may be applied to achieve this characteristic. Upon obtaining a normal distribution for the large majority of genes, various wellaccepted, easily validated statistical tests of inference, including Student’s t-test, analysis of variance (ANOVA), or the Z-test, can be applied to the dataset to rank genes.7,12 Although the excessive numbers of variables prohibit the use of standard p-values as measures of significance, standard post hoc corrections, or bootstrapping and other randomization adjustments, can give reliable estimates of false positive probability.7,11,12 The more common situation for the researcher or analyst is the identification of markers based on a much smaller pool of data. In most cases, the number of conditions and the number of replicates for each of those conditions are limited. A fold-change threshold best serves as an ad hoc gene selection procedure in these cases.14–16 It should be noted that the significance associated with a summary fold change value is only as powerful as the sample size available. Thus, adjustments to p-values and other significance measures become increasingly important. In previously published cases, the variability among all genes has been used to better estimate intra-gene variability.10,16,17 © 2003 by CRC Press LLC



TABLE 12.1 Multivariate Methods of Sample Classification Method



How It Works



Linear discriminant analysis



Weights assigned to each gene based on distribution of known samples in the training set. Requires enough samples to estimate distribution adequately. Uses probability functions based on normal distributions and requires the assumption of normality. Weights assigned to each gene based on distribution in training set and requires enough samples to estimate distribution adequately. Estimates a linear transformation of the logit function for distribution values. Robust against departures from normal distributions. Use functional units called nodes that calculate inputs, process relationships between input nodes, and calculate output. Weights assigned are learned from a training set. Requires many samples to accurately estimate weights. No assumptions on underlying distributions are needed. Can learn from new information. Draws an optimal complex boundary through multidimensional space that separates sample groups in the training set. Depends on each sample being good representatives of groups; highly sensitive to measurement errors or outliers.



Logistic regression



Neural networks



Support vector machines



Clustering approaches



12.2.2 CLASSIFICATION



Uses guilt-by-association method; samples are classified as to which they most closely resemble. Can be a useful method when the number of samples is small. Assumes the same measure of closeness can be applied equally to all genes; the measure of closeness (metric) can greatly influence results.



OF



SAMPLES



The goal of predictive modeling is successful characterization of the toxicity of samples treated with compounds for which no or only a minimal amount of safety information is available. Classification success depends on the reliability that changes in known samples accurately reflect what will be seen in the population being tested. Classification as normal or pathologic must consider all possible normal states and abnormal pathologies; therefore, a large number of toxintreated and control samples must be used to approximate the uniqueness of the markers to measuring the toxic events. The components of a predictive modeling approach are the marker genes themselves, a training set of samples, and a test set of samples with associated gene expression data. First, appropriate marker genes are selected and a predictive model is trained using the reference database. Measures of intensity, noise, and variation across the entire training set, including proper controls, are input into the system by way of the appropriate algorithm. Next, test samples are measured against the resulting model. Finally, proper algorithms are applied to the constructed model to assure the model is robust to the population outside the training set. Given the number of parameters in any microarray experiment, the risk of over-fitting any model is large, especially those built using nonlinear techniques. Cross-validation is discussed in the next section, but it should be noted that no predictive modeling exercise is complete without this type of assessment. Many methods are actively used to classify samples described by a large numbers of parameters such as gene expression. Table 12.1 summarizes several methods, including logistic regression (LR), linear discriminant analysis (LDA), neural networks, support vector machines, and coclustering approaches.8,9,18–25 Each method classifies data using different formulas and rules, each has their own set of limitations, and each makes certain assumptions about data characteristics. The choice of the optimal method for a particular dataset depends on several factors, including sample size, data distribution, the intended capacity of the assay for sensitivity, and available © 2003 by CRC Press LLC



processing power. Several gene expression datasets are available to the public for the comparison of these various methods.26–29 Logistic regression and linear discriminant analysis are well-described, basic methods of statistical inference that use linear weighted contributions from the signal intensity distribution of each gene to classify samples.8,9,30 These methods generally assume a continuous, normal distribution and presuppose that relevant relationships between gene sets and samples necessary for prediction can be estimated with a linear or transformed linear relationship. It is especially important to justify these assumptions by using sample numbers on the order of at least dozens, hundreds, or even thousands, depending on the overall variability and noise associated with the dataset. LR estimates a linear transformation of the logit function based on the distribution values between groups, whereas LDA uses a linearly weighted probability function based on normal distributions.8,9 Neural networks were originally inspired by the architecture of the brain and its capacity to learn based on input and output interconnections of neurons. The process is based on the observations that strong associations between neurons are represented by stable synapses and that each neuron has an assigned threshold of activation. In artificial modeling terms, the neurons are replaced by intermediate input and output calculators called nodes, and the threshold is represented by an activation function specific for each node. As the model is trained, it increases or decreases the strength of node associations at the expense of others and constantly recalculates activation thresholds for individual nodes. The many advantages associated with neural networks include their ability to adapt to new data quickly and their ability to learn and identify extremely complex patterns; however, they require a large number of samples to accurately assign parameters to each node. Neural networks have been used increasingly for the general task of finding associations between genes given certain conditions. In addition, they have been used for the classification of samples once those associations have been defined.31,30 Clustering approaches use a guilt-by-association method to classify samples and have been applied to the classification of the toxic response.18,19,21–23,32–34 Similarity matrices are used to group samples together that exhibit a similar overall gene expression pattern. These similarity matrices can be based on covariance, correlation, or other measures. Once a similarity metric is defined, these methods calculate signal intensity distances without the application of predetermined weights based on discriminative priority and in the absence of any formal training process. The result is a method that allows for a general classification that is easily represented in common visualizations; however, many relationships established by the method are insignificant yet will contribute to the final predictive outcome.11,30,35 In some cases, clustering approaches are very sensitive to new samples being added to the training set. In the example of hierarchical clustering, an association tree is built with sample nodes hierarchically related to other sample nodes by distance measures, represented by linkage branches. The addition of a single sample to a training set originally consisting of 100 or more samples will completely restructure the tree to some extent, causing an inherent instability in thresholds for classification. Clustering approaches are commonly used for classification when few samples are available and more robust statistical inference and rule-based methods cannot be applied. Many methods can be used to select target markers of toxicity and recognize and classify types of toxicity. All are limited, however, by how well the collected data resemble the true toxic gene expression profile population and by the fit of the collected data with the selected method. In order to establish a modeling approach, a method must be selected and applied uniformly to all samples and genes within the gene expression database of treated tissues.



12.2.3 CLASSIFICATION



OF



GENES



The functional classification of genes can be achieved through classical methods of sequence analysis at the nucleotide and protein levels. Genes can also be classified by their overall observed ontology, or function, and by family membership. In addition, the functional classification of genes © 2003 by CRC Press LLC



can be achieved through analysis of assays that measure the coregulation and coexpression of genes over multiple conditions (e.g., normal, diseased, treated, etc.). Gene expression is ideal for the assessment of common regulatory events that can lead to conclusions about the mechanisms of disease states and the mechanism of action of drugs, in both their pharmacological and toxic effects. The utility of gene classification in predictive genomics in general, and predictive toxicology specifically, is limited due to the fact that predictive toxicology is more concerned with the classification of samples. The classification of genes in this case is secondary to their ability to recognize the toxic response. Clustering of genes is a widely used and accepted technique to find coregulation events; however, issues must be taken into account when applying clustering algorithms to these datasets. First, the same measure of similarity is used in calculating distances between genes, without regard for the dynamic range and variability associated with any one particular gene.30 Therefore, no level of confidence can be assigned to the relationship between any two genes. Second, most clustering algorithms do not allow for membership in more than one cluster. This is not biologically accurate, as many genes can influence and reside in many different biological pathways. Finally, clustering algorithms, by definition, assign structure to the relationships between genes. In most cases, these structures are hierarchical in nature, assuming parent–child relationships that are not representative of a truly complex biological system. Despite these limitations, clustering is essential to the identification of unsupervised relationships between genes and allows for quick determinations about functional activities of genes in reference to the treatment or disease state being investigated. Hierarchical clustering has been used extensively to categorize genes.36–38 Each gene is related to others by means of an association tree that groups genes together and subsequently subgroups the resulting groups of genes. These trees can be built divisively by progressively splitting from one all-inclusive set of genes into smaller subgroups or by pairing samples together and iteratively building upon these pairs in an agglomerative approach.18,35,38,39 The tree establishes the parent–child relationships between groups of genes and establishes metrics and distances between the groups.35,38,40 Each group can be defined by an average expression profile across all of the component genes. Although the assumption is that all genes represented in the group will adhere to this pattern or something close to it, this is not always the case.35,30 If the underlying system being measured is inherently hierarchical, then this structure will characterize the system well.35 Despite the fact that biological systems do not truly exhibit hierarchical systems, visual relationships between genes are easily extracted. Thus both bench scientists and bioinformaticians often use the algorithm. K-means clustering groups genes into a predetermined number of clusters.39,41,42 All genes within a cluster are commonly related by their residence in that cluster. The method allows for the representation of nonhierarchical relationships and is useful for assays where only a few patterns of gene expression will dominate the system. A gene can only establish residency in one cluster, and the clusters have no inherent relationship to one another. Other methods, such as self-organizing maps and multidimensional scaling, map genes relative to each other in two- or three-dimensional space, but are not totally unsupervised methods.8,22,39,43–45 One of the potential pitfalls of clustering is that the algorithms do not remove genes based on their ability to conform to a desired outcome; therefore, if a gene does not belong to a cluster, or if it only has a tenuous relationship to another group of genes, it may still be clustered in relation to those genes. The majority of the results obtained through clustering may be driven solely by insignificant genes or by very few outlier genes. Proper marker gene selection, comparison of multiple clustering methods using a variety of metrics, and strong validation measures are suggested to help overcome these issues.18,22,35,39,40,46 The addition of random noise to the system or crossvalidation using randomization of sample classifiers will help to establish confidence for the entire clustering process.11,23,29,47 A variation of clustering involves the derivation of gene associations to build large networks of genetic associations. The multidimensional mapping of each gene to all other genes, either directly or through its interactions with other genes in the same network, essentially permits genes © 2003 by CRC Press LLC



to appear in multiple clusters and best allows for determination of the true biological situation.48–55 The simplest form of a genetic network is the Boolean network, where all genes are related to each other by an “on or off” pattern.54,56 More complex algorithms include the modeling of a saturating S-shaped response, linear modeling of the function of each gene based on weighted effects of all other genes, and self-evolving algorithms.37,49,50,55–57 Although these algorithms have the potential to aid the researcher in reverse engineering large-scale data into biological endpoints, they require large amounts of accurate data.56



12.2.4 VALIDATION



OF



PREDICTIVE MODELS



Once a predictive model has been built and success rates are established over the training set, it is important to further interrogate the model to assure its applicability to multiple test sets. The measure of predictive accuracy is no longer determined by its ability to predict the training set but is determined by the ability to predict multiple test sets relative to the original training set. This process allows for an overall assessment of the true error within the original model and will aid in the identification of modeling pitfalls such as data over-fitting, data assumptions that are not actually observed, and sample size issues. The process can also be used to determine thresholds at which model construction is halted, an especially useful concept in the building of neural network-based and classification tree-based models. Statistical cross-validation and resampling methods have been previously utilized in gene-expression-based predictive systems.11,58 The statistics discipline has produced a large number of manuscripts devoted solely to the exploration of various cross-validation and resampling procedures with no clear solutions to the biologist or bioinformaticist.59–63 Many of these papers deal with relatively small intricacies that measure each cross-validation and resampling approach with respect to specific predictive modeling construction methods. For instance, the utility of a bootstrapping algorithm may result in quite different outcomes depending on whether the predictive model of choice is a neural network or a linear regression. These detailed comparative analyses of resampling and cross-validation methods have yet to make it into the microarray analysis domain to a significant extent. A relatively good cross-validation technique can be derived out of the available tools as long as reasonable precautions are taken not to overstate the robustness of a model instance. To that end, this overview does not take into account many of the technical or theoretical details that can be found in the above references. In an attempt to estimate the overall error inherent to the modeling system, researchers must determine that the training set will apply to almost any incoming test set. The more exhaustive an approach of cross-validation and resampling that can validate the model, the more likely this hypothesis is to be true. The most basic cross-validation method involves removal of subsets of the training set in order to use this set as a test set of samples. Four important parameters need to be determined before beginning this process: (1) the number of samples to be removed from the training set as a percentage of the whole, (2) numbers of sample removal iterations, (3) sample replacement algorithm, and (4) marker gene reselection. The number of samples to be removed from the training set is dependent on the original training set sample size. Resampling procedures are normally implemented by k-fold sample removal, where k equals the number of different sets into which the original training set samples are divided. The lower the k value, the more samples are to be removed from the training set and, in general, the more robust the model tends to be. For instance, in the case of a model composed of 600 training set samples, when k = 10 we remove 60 samples from the original training set, build the model on the remaining 540 samples, and establish classification success rates based on the 60 removed samples. Given the same original training set, when k = 3 we remove a total of 200 samples from the original training set and follow that same procedure. Obviously, much more information is removed upon each iteration with the k = 3 situation than with the k = 10 situation. If our success rates approach that of our original training set using both k = 3 and k = 10, then we have more confidence in our model based solely on the k = 3 result. Researchers can extend this © 2003 by CRC Press LLC



to the popular method of leave one out (LOO). In this case, k = 600 and we remove only one sample out of the training set. Intuitively, our model will change only minimally and our new success rate will be calculated mainly on the numbers of outliers in the system. Given large sample sizes, LOO is insufficient for estimates of error, but it is a good technique for finding sample outliers and is a valuable determinant of error for very small sample sizes (e.g., 


12.2.5 REFERENCE DATABASE CONSTRUCTION



AND



DATA MANAGEMENT



A complete toxicogenomics program should be applicable to several types of complex toxicogenomics-related analyses. The expanding field of toxicogenomics has focused on both well-defined and ill-defined issues. For instance, the ability to predict the potential human toxicity of drugs in a drug development pipeline is relatively easy to address in comparison to the ability to characterize novel pathways involved in the toxic response. The more complex and diverse the sample and compound treatment content is for a reference database, the more robust that database will be in addressing multiple issues. To this end, each database parameter requires a thorough investigation with respect to its intended utility and the effects it may have on several different analysis-related outcomes. © 2003 by CRC Press LLC



A reference database must answer the questions that researchers are currently investigating and must anticipate questions that will be investigated in the future. In the case of predictive toxicology, it is valuable to be able to identify toxicants and rank each compound relative to the entire drug development pipeline. It is also valuable to be able to characterize each compound by its propensity to induce different types of pathology, to separate rat-specific toxicity from toxicity that will eventually appear in humans, to find gene expression changes that precede observable pathology, and to find compound-specific effects that can only be measured by gene expression assays. Several commercial groups, including our own, are currently addressing these issues and others. Future issues are likely to deal with the ability of gene expression to identify yet uncharacterized pathways that are conduits for the toxic response, to correlate specific structural relationships to gene expression changes, and to more effectively link efficacy to toxicity potential. It is rather difficult to cost-effectively build a reference database that will be able to answer all questions. In the case of structural relationship, it may require tens of thousands of compounds to link structure to expression data reliably, as the universe of compound structures is almost infinite. However, current knowledge of the toxic response allows for the identification of parameters that can be controlled. In the case of structural relationships, known toxicants are available that have isomers that exhibit no toxicity (see the cephalosporin examples at the end of this chapter). Although the relationship between structure and expression is still tenuous at this point, small numbers of these types of examples can be included in a reference database to assess mechanistic differences among multiple structural effects. A complete reference database not only will include those parameters directly related to the toxic response but will also at least contain proof-of-concept examples to further its growth into other areas. A large reference database is necessarily constructed over a long period of time. Many parameters pertaining to animal treatment, sacrifice, and tissue and chip processing protocols will change over that period of time. The power of a reference database is in its overall ability to deal effectively with each of these changing parameters. By incorporating data generated from changes in these parameters, predictive models will become more and more insensitive to effects caused by them. In the case of predictive toxicology, only those markers will be selected that are unaffected by these variables. As an example, Gene Logic’s ToxExpress reference database incorporates data generated from array scanners that were set to a high photomultiplier tube (PMT) level and data generated from scanners set to one tenth of that level, based on recommendations from the manufacturer, Affymetrix. Because we have incorporated these data into the database and build our predictive models based on that same data, we can effectively remove those genes that are affected by the scanner setting, thus making our models insensitive to this variation. Another application of this concept of removing variability in general is found in Section 12.4. The database management system also plays an important role in the functionality of the reference database content. A relational database structure that links gene expression information to sample and gene annotations is necessary for an effective analysis. In addition, a reliable, visually appealing interface for a management system ensures that bench scientists and bioinformaticians alike can easily retrieve data and format it or export it for further analysis. Multiple commercial and publicly available visualizations and analysis tools are available and serve the purposes of each type of scientist.



12.3 THE ToxExpress PROGRAM Gene Logic develops predictive gene expression-based models to test NCEs for potential toxicity. Gene Logic’s extensive reference database contains gene expression profiles and associated classical toxicity endpoint data obtained from thousands of rats and from in vitro rat and human primary cells exposed to known toxicants or control compounds. With a thousand or more observations for every gene per organ or cell type in the reference database, direct examinations of gene expression © 2003 by CRC Press LLC



distributions and gene-by-gene variability are possible, as is the selection of targets for determining both the presence of toxicity and its likely mechanism. For each target organ or cell type, initial dose-ranging studies are completed to determine and verify toxic doses. The toxic dose is defined as one for which overt toxicity (e.g., change in serum aspartate amino transferase [AST] levels, pathological evidence of cholestasis, cytotoxicity in cell culture) is confirmed without undue stress to, or termination of, the animal. The compound being evaluated ultimately determines the study design. A typical study design includes three to four time points, two doses of toxicant, five replicates per time point and dose, and vehicle controls. Vehicle controls are absolutely essential to qualify a baseline for the entire reference database and to assess a baseline for each individual compound. No toxicogenomics program is complete without vehicle controls for each and every experiment, as no claims can be made about the gene expression response for the compounds in individual experiments without a baseline. Well-characterized, known toxicants are selected based on target organ toxicity, compound class, and species specificity. Selected compounds exert toxic effects in (1) both humans and rats, (2) rats but not humans, or (3) humans but not rats. The use of these three compound types allows investigators to correlate gene expression changes between rats and humans and to help define in vivo and in vitro screens for proprietary drugs. Drug compounds for the reference database are also selected based on the type of toxicity within tissues (e.g., liver necrosis, steatosis, cholestasis) and the target organ distribution of toxic damage (e.g., liver only vs. liver and kidney). In addition, compounds are selected based on more interesting phenomena that may be specific to that compound. For instance, compounds that exert a heterogeneous response on general clinical and pathology parameters are included in the reference database, allowing investigators to conduct exhaustive studies for accurate toxicity prediction based on gene expression (see example in Section 12.4). All tissue samples obtained from individual animals or cell culture are studied using the Affymetrix GeneChip® (registered trademark of Affymetrix, Inc.; Santa Clara, CA) Human Genome U133 set (a two-microarray set) or the Rat Genome U34 set (a three microarray set). Approximately 33,000 human known genes and expressed sequence tags (ESTs) are represented on the human U133 set. The rat U34 set contains approximately 26,000 fragments that represent an unspecified number of unique genes.



12.3.1 TOXEXPRESS DATA MANAGEMENT



AND



ANALYSIS



The Genesis Enterprise System™ (trademark of Gene Logic, Inc.; Gaithersburg, MD) administers and stores this enormous amount of data, serving as both a data management and analysis tool. Standard analysis operations such as fold change calculation, principal components analysis (PCA), and clustering are supported. To complement these operations, the Genesis system offers extensive functional annotations to characterize each fragment completely and to link these fragments to the metabolic and regulatory pathways in which they play a part. Links to public databases such as GenBank (gene information: ncbi.nlm.nih.gov/ntrez.index.html), UniGene (co-clustered gene information: ncbi.nlm.nih.gov/UniGene/), ExPASy (enzyme and protein information: http://us.expasy.org/), Swiss-Prot (protein information: www.ebi.ac.uk/swissprot/), LocusLink (ncbi.nlm.nih.gov/LocusLink/), and BioCarta (exclusively licensed to Gene Logic) help refine and confirm findings. In addition, all relevant annotations from each of these public and proprietary resources are reported in line with gene expression data.



12.3.2 TOXEXPRESS PREDICTIVE MODELING ToxExpress predictive modeling integrates multiple LDA-based models to profile and rank lead compounds.64 This system includes models based on common toxicity-responsive genes, models affected by compounds exerting similar pathologies or mechanisms of action, and models that define each compound uniquely. This allows users a detailed analysis of the compound under study. For example, a drug might be predicted to induce liver effects in a manner similar to that of © 2003 by CRC Press LLC



FIGURE 12.3 Internal cross-validation results. Percent samples predicted correctly are plotted on the y-axis. Three categories are calculated: true negatives, true positives, and agreement, which is the summed average of all predictions. True negative rates are based on the correct prediction of “nontoxic” for all vehicles, all low doses of compounds, and high doses of non-hepatotoxicants. True positives are based on the correct prediction of “toxic” for high doses of hepatotoxicants. The bars on the left show rates using all training data. The bars on the right show rates using multiple iterations of modeling when different subsets of one third of the data have been removed. The small error bars and small deviation from the training set data show robustness of the predictive model and associated markers.



cyproterone acetate. As this is a relatively safe drug in humans, a company might choose to further develop the drug. Contrast this with the decision to be made if the drug matches a known strong toxicant such as alpha-nathylisothiocyanate (ANIT). Such detailed prediction is possible because of the massive amounts of gene expression data present in the ToxExpress reference database. Statistical inference ranks the probability that specific gene expression values are truly different and not the result of normal biological variation. High-quality gene expression data result in robust predictions based on the identity and magnitude of gene responses, not based solely on the number of gene expression changes. By adding gene-expression-based predictions to the existing knowledge base for each compound, a more comprehensive profile results.



12.3.3 VALIDATION OF THE TOXEXPRESS PREDICTIVE SYSTEM FOR IN VIVO LIVER Gene Logic’s approach to validation of predictive models requires using both internal and external data sources. This approach assures that the models perform correctly and are robust enough to deliver results even when variability exists in the data tested. Gene Logic’s validation of predictive models using internal data adheres to the concepts defined in the previous analysis section. This approach assesses the influence any one subset of data has on the modeling results. A strong influence suggests the reference database has not reached convergence, a theoretical state where the data within the database are sufficient to characterize the universe of compounds. Little or no influence suggests that the dataset is converged and that the database can stop growing for the purposes of prediction for the type of toxicity being measured. Each predictive model of general toxicity is validated by using k = 3, at least 10 iterations, sample replacement, and gene reselection upon each iteration. As shown in Figure 12.3, the in vivo liver model for the prediction of general toxicity is robust even when large amounts of data are removed. Examination of genes during the © 2003 by CRC Press LLC



Using external data to validate the ToxExpress predictive system. Samples



Customer Expectations



ToxExpress Predictive System



Interpretation



+ – – +



+ – + –



True positive (toxic) True negatives (non-toxic) False positive False negative



126 122 9 18 275



Note: Agreement = 126 + 122/275 = 90%.



FIGURE 12.4 Validating the in vivo liver predictive models using external data provides information relating to how well the system predicts toxicity against gene expression data generated at an external site. This data demonstrated that the ToxExpress predictive system has high concordance with the reference method. Every sample was scored as correct or incorrect. Samples were assigned a correct call when the customer agreed on the finding that was often supported by clinical data. An incorrect call was assigned when the customer disagreed with the finding, sometimes solely based on lack of clinical pathology.



validation process shows that the same genes are reselected upon each iteration, with very few deviations (results not shown). The second validation approach assesses data from external sources. To date, seven companies have submitted Affymetrix GeneChip U34A data from over 270 rat liver samples. In all, 31 compounds were tested, 19 of which were not represented in the ToxExpress in vivo predictive models or the reference database. In addition, five strains of rats, multiple doses and time points (2 hr to 8 days), and data generated from multiple operators and sites were submitted. As shown in Figure 12.4, the ToxExpress predictive system demonstrated a high agreement between the customers’ expectations and the predictive modeling results. Most importantly, of the three non-hepatotoxicant control compounds that were submitted by customers, all were correctly predicted as being nontoxicants. Internal validation verifies that the ToxExpress predictive modeling for in vivo liver is robust, predicting and classifying the toxic response for individual compounds even when large amounts of data are removed from the training set. External validation verifies that the modeling can predict potential toxicity in compounds that are not in the database. Interestingly, the false positive and false negative rates for external data submitted by customers are approximately the same as that found by the internal cross-validation. This finding is important for two reasons: (1) it supports the hypothesis that the predictive markers of general toxicity apply to the universe of compounds with few exceptions, and (2) the ToxExpress reference database is sufficiently robust to overcome potential variability between sites of sample generation and chip processing.



12.4 APPLYING TOXICOGENOMICS The following are examples of the utility of toxicogenomics and how researchers can apply gene expression data to address problems facing them during the development of drugs: 1. 2. 3. 4. 5.



Structure–activity relationships (SARs) In silico validation of gene dysregulation Predicting a human-specific hepatotoxicant using gene expression dysregulation in rats Accounting for confounding sources of variability in predictive models Common toxicity marker expression in the presence of heterogeneous classical measure results 6. Insights into molecular mechanisms of toxicity at the pathway level
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FIGURE 12.5 Structures of cephaloridine and ceftazidime, respectively.



12.4.1 EXPLORING SAR AND THE MECHANISM RELATED COMPOUNDS



OF



TOXICITY



FOR



TWO CLOSELY



12.4.1.1 Background To improve the drug development pipeline in terms of safety, cost, and speed, investigators are working to build SAR models that will allow optimization of chemical structures. It is recognized that drugs of similar chemical structure can have divergent toxicities, and efforts are underway to develop models that utilize multiple parameters such as structure, mechanism of toxicity, and biotransformation to anticipate toxicity.65–67 Such investigations into the mechanism of toxicity can be expanded to the level of gene dysregulation. One example of such an experiment is provided here. Cephaloridine, a first-generation cephalosporin, is a renal toxicant, while ceftazidime, a thirdgeneration cephalosporin, exhibits relatively little renal toxicity. These two compounds share a great deal of structural similarity (Figure 12.5). To understand why cephaloridine is toxic and ceftazidime is not, rats were exposed to one of these drugs, and the resultant gene expression data were collected from the kidneys and compared. Normal adult Sprague–Dawley rats were treated intravenously at time 0 hr with a low or high dose (100 and 800 mg/kg, respectively) of cephaloridine, with 800 mg/kg of ceftazidime, or with saline (control). Rats were sacrificed 6, 24, 72, or 168 hr after this one dose (Table 12.2). The hemidissected right kidneys from each animal were analyzed using the Affymetrix GeneChip RGU34 rat genome microarray. At the time of sacrifice, serum was collected for clinical chemistry assessment, and one half of each hemidissected right and left kidney was submitted for routine light microscopic analysis. Selected results are shown in Table 12.2. Classical serum chemistry revealed minimal signs of renal toxicity at 24 hr in the high-dose cephaloridine group, as evidenced by a statistically significant, but modest (sixfold increases in both BUN and serum creatinine levels. BUN and serum creatinine showed no significant changes at any time after treatment with ceftazidime. Histological evaluation of the kidneys revealed minimal degeneration of proximal tubular epithelial cells in several high-dose cephaloridine-treated animals as early as 6 hr, with more extensive nephrosis by 24 hr post-dose. No signs of renal histopathological injury were observed in rats treated with ceftazidime. To understand the differences underlying the mechanism of toxicity, a comparison of the early responses (6 hr post-treatment), those that may represent an early indication of future injury, to cephaloridine and ceftazidime was made using the GeneExpress® (registered trademark of Gene Logic, Inc.; Gaithersburg, MD) software system contrast analysis tool. Table 12.3 summarizes the number of genes that were significantly up- or downregulated after treatment with high doses of cephaloridine or ceftazidime when compared to animals treated with vehicle or a low dose of cephaloridine. All these genes showed statistically significant (p < 0.05) dysregulation 6 hr after treatment with high doses of cephaloridine or ceftazidime in comparison to animals treated with vehicle or a low dose of cephaloridine. An example of a stress-response gene (heat shock protein) © 2003 by CRC Press LLC



TABLE 12.2 Summary of the In Vivo Cephalosporine Study Design and Clinical Chemistry Parameters Compound



Dose (mg/kg)



Saline (vehicle)



—



Time Point (hr)



Blood Urea Nitrogen (BUN)



Creatinine



6 24 72 168



Cephaloridine



100



6



Normal



Normal



24



Normal



Normal



72



Normal



Normal



168 800



Ceftazidime



800



—



6



Normal



24



Elevateda



72 168



a



Slightly elevateda



Elevated —



Elevateda —



6



Normal



Normal



24



Normal



Normal



72



Normal



Normal



168 a



—



Normal



—



—



Statistically significant as compared to vehicle-treated rats sacrificed at the same time points



TABLE 12.3 Numbers of Gene Expression Changes Observed across Structurally Similar Compoundsa Drug



Upregulated



Downregulated



High-dose cephaloridine



44



2



2



0



Ceftazidime



a Data represented are from analysis of chip A of the Affymetrix GeneChip RGU34 rat genome microarray.



modified by cephaloridine, but not by ceftazidime, at both 6 and 24 hr is shown in Figure 12.6. The heat shock protein is only one of the 44 genes listed as upregulated by cephaloridine in Table 12.3. A gene-by-gene analysis can be performed on each of the 46 genes, providing a comprehensive picture. Exporting the Affymetrix average difference values into a third-party tool (such as Microsoft Excel) enables additional visualization and analysis. For example, Figure 12.7 shows the same data as Figure 12.6, but Figure 12.7 uses summary statistics, such as mean and standard deviation, rather than showing individual sample information. The mean average difference values (y-axis) are given for each of the treatment conditions (x-axis), with standard deviations displayed as error bars for this heat shock protein. © 2003 by CRC Press LLC



FIGURE 12.6 SAR distinctions. A box plot generated with the GeneExpress® software system contrast analysis tool illustrates the average difference values for each treatment condition (circles). Each treatment condition (far left) contains multiple samples corresponding to individual animals within that group. A 95% CI and median are indicated for each set of samples. For example, treatment-condition cephaloridine, high dose 6 hr, has a CI between 64 and 139. The median is 116 for this same group and is indicated within the cluster of samples. (See color insert following page 112.)



12.4.1.2 Summary These data demonstrate that at least one of the 44 identified genes shows an increase in gene expression at 6 and 24 hr after cephaloridine treatment while remaining unaffected after treatment with ceftazidime or vehicle. As a result, this gene may be a useful and potential toxicity marker when evaluating compounds similar in structure or with mechanisms of action similar to cephaloridine. © 2003 by CRC Press LLC



FIGURE 12.7 Bar plot of the average difference values for heat shock protein calculated for vehicle, cephaloridine, and ceftazidime by using the GeneExpress® software system contrast analysis tool. The results shown are expressed as mean ± standard deviation. The observed increase in expression at 6 and 24 hr following treatment with high-dose cephaloridine is statistically significant (p < 0.001).



12.4.2 IN SILICO VALIDATION OF GENE DYSREGULATION USING IN VIVO RAT STUDIES AND HUMAN DISEASED TISSUES 12.4.2.1 Background To elucidate new drug targets, drug discovery programs study differential gene expression in human normal and diseased tissues and/or in animals exposed to toxicants, the latter serving as a model for such human diseases. Gene Logic has developed a large reference database of gene expression derived from normal and diseased human tissue (BioExpress™), which can be used in combination with ToxExpress for in silico validation of drug targets. As an example, alpha-actinin 1 will be discussed here. This gene encodes a cross-linking protein involved in anchoring the visceral glomerular epithelial foot process to the renal glomerular basement membrane,68 an interaction severely altered in glomerulosclerosis. Using the data in BioExpress, a contrast analysis determined that the alpha-actinin 1 gene was upregulated to a statistically significant degree (p < 0.01) in patients with glomerulosclerosis as compared to samples of normal human kidneys (Figure 12.8). To determine what toxicant might replicate such a gene dysregulation, the models in ToxExpress were examined using the same contrast analysis parameters. Normal adult Sprague–Dawley rats were treated intravenously at time 0 hr with a low or high dose (10 and 150 mg/kg, respectively) of puromycin aminonucleoside (PAN) or with saline (control). Rats were sacrificed 6, 24, or 168 hr after this one dose (Table 12.4). The hemidissected right kidneys from each animal were submitted for gene expression analysis using the Affymetrix GeneChip RGU34 rat genome microarray. At the time of sacrifice, serum was collected for clinical chemistry assessment, and the other halves of the hemidissected kidneys were submitted for light microscopic analysis. Animals treated with puromycin aminonucleoside (PAN) exhibited a statistically significant upregulation (p < 0.01) of alpha-actinin 1 at 168 hr following treatment with high-dose PAN (Figure 12.9). Administration of PAN to rats serves as a model of human minimal-change disease in that the glomerular visceral epithelial cells undergo morphological simplification, and this toxicant has been shown to induce glomerulosclerosis.69 Classical toxicity parameters exhibited some possible signs of nephrotoxicity as early as 24 hr (e.g., 


FIGURE 12.8 The expression of the mRNA that encodes human alpha-actinin 1 was examined in the human kidney samples present in the BioExpress™ (GeneLogic, Inc.; Gaithersburg, MD) database. (The data were generated on the Affymetrix GeneChip U133 human genome microarrays.) This analysis included 97 normal kidney samples and 6 patients with glomerulosclerosis. Results revealed a statistically significant (p < 0.01) upregulation of alpha-actinin 1 in patients with glomerulosclerosis, echoing what was seen in the ToxExpress data from the PAN rat study. The results shown are expressed as mean ± one standard deviation.



TABLE 12.4 Summary of In Vivo Study Design, Clinical Chemistry, and Renal Histopathology Results



Compound



Dose (mg/kg)



Saline (vehicle)



—



10



Puromycin aminonucleoside (PAN)



150



Time Points (hr)



Serum Creatinine



Histopathology Diagnosis



6



Normal



Normal



Normal



24



Normal



Normal



Normal



168



Normal



Normal



Normal



6



Normal



Normal



Normal



24



Normal



Normal



Normal



168



Normal



Normal



Normal



6



Normal



Normal



Normal



Elevated (


Normal



Normal



Normal



Nephrosis (moderately severe)



24 168



a



Blood Urea Nitrogen (BUN)



Statistically significant as compared to vehicle-treated rats sacrificed at the same time points.



to animals treated with the highest dose of PAN (Table 12.4). The literature reveals that immunohistochemical staining for alpha-actinin 1 has demonstrated an increase in this protein following treatment of rats with two agents that induce glomerular visceral epithelial cell injury: namely, antibodies to the glomerular basement membrane (nephrotoxic serum nephritis) and PAN.70,71 These reports of protein alterations serve as some confirmation of the gene dysregulation seen in our studies. 12.4.2.2 Summary It has been reported that alpha-actinin 4 mutations can cause focal and segmental glomerulosclerosis in humans;72 however, this case study may be the first indication that alpha-actinin 1 expression is altered in human glomerulosclerosis. These studies illustrate the value of gene expression data as © 2003 by CRC Press LLC



FIGURE 12.9 Bar plot of the average difference values for alpha-actinin 1 calculated for vehicle and PAN low and high doses and obtained by using the GeneExpress® Software System contrast analysis tool. The results shown are expressed as mean ± standard deviation. The observed increase in the expression at 168 hr following treatment with high-dose PAN is statistically significant (p < 0.01).



a tool for examining toxicity and mechanism of action. The alpha-actinin 1 example demonstrates that, by using gene expression data obtained from human tissue (normal and diseased) along with toxicant-treated rat tissue, one may (1) identify possible new drug targets, (2) discover toxicity markers that relate to human disease states, (3) ascertain a potentially valuable animal system in which to screen drug compounds, and (4) offer in silico validation.



12.4.3 PREDICTION OF A HUMAN-SPECIFIC TOXICANT USING GENE-EXPRESSIONBASED MARKERS 12.4.3.1 Background Of the many potential advantages of gene-expression-based toxicity indication, one is based on the tenet that gene expression changes associated with a particular toxic response are exhibited despite the absence of any observable pathological change. Therefore, gene expression, as a more sensitive indicator of toxicity than classical measures, may be able to detect human-specific toxicity. The benefits of implementing such a system within a drug development pipeline are obvious. To determine if the ToxExpress predictive system can be applied to detect harmful drugs before they enter clinical trials, three acetylcholinesterase inhibitors were studied (Figure 12.10). Tacrine (Cognex®, a registered trademark of Pfizer; New York, NY) has been shown to cause liver dysfunction in about 30% of patients using it, despite a lack of observable hepatotoxicity during preclinical studies.73,74 Donepezil (Aricept®, a registered trademark of Eisai Co., Ltd.; Tokyo, Japan) and physostigmine cause no hepatotoxicity in humans or rodents, yet exhibit a mechanism of action similar to that of tacrine.75–77 In this in vivo study, rats received one oral dose of vehicle or drug. Tacrine was employed at four dose levels, physostigmine at three, and Aricept at one. The study design is shown in Table 12.5. It should be noted that the highest doses of both tacrine and physostigmine caused similar levels of mortality due solely to the excessive pharmacological effect of acetylcholinesterase inhibition. No serum chemistry changes or liver alterations were observed, including histopathology, that would suggest hepatotoxicity over a 7-day post-dose time period (Figure 12.11). The gene expression levels of each 6- and 24-hr post-dose liver sample were measured on the Affymetrix GeneChip. © 2003 by CRC Press LLC



FIGURE 12.10 Three acetylcholinestase inhibitors used for the study.



TABLE 12.5 Summary of In Vivo Study Design for Acetylcholinesterase Inhibitors Compound



Dose (mg/kg)



Saline (vehicle)



—



Aricept



1



Physostigmine



3 12.5 25



Tacrine



3 10 30 40



Note: All animals were sacrificed at either 6 or 24 hr after administration.



As expected, the ToxExpress predictive system did not classify any of the vehicle-treated samples or those samples treated with low doses of the three inhibitors as toxin-exposed using only gene expression data.78 The system successfully predicted a majority of the samples treated with a high dose of tacrine to be toxin exposed (Figure 12.12). Physostigmine and Aricept were correctly predicted as non-hepatotoxicants. The predictive ability of the ToxExpress predictive system is founded on several proprietary and public statistical algorithms that determine the identity and magnitude of gene responses relative to the entire reference database of known hepatotoxicants © 2003 by CRC Press LLC



Tacrine No liver toxicity observed by classical methods (Clinical Chemistry/Histopathology) at any dose Rats treated with 40 mg/kg showed clinical signs of exaggerated pharmacology Several rats died Physostigmine No liver toxicity observed by classical methods at any dose Rats treated with 25 mg/kg showed exaggerated pharmacology Mortality rate at 25 mg/kg was on the same order as that of the 40 mg/kg Tacrine group Aricept® No liver toxicity observed by classical methods No exaggerated pharmacology observed



FIGURE 12.11 Observed effects in this study.



FIGURE 12.12 Percent samples predicted as toxic by in vivo liver model are plotted on the y-axis with respect to each study group. Tacrine was predicted in the absence of observable rat toxicity by classical measures. The predictions are based on models that were built without any of the three compounds in the training set. Thus, each compound is a true test of the predictive model and associated markers. No other human-specific toxicant was used in the training set.



and is not established just on the number of changing genes. To illustrate this, gene expression levels from each treatment group were compared with those from control groups. Figure 12.13 shows the number of genes at each time point and dose that exceeded a twofold change in expression level as compared to control group gene expression with a significance level of p < 0.01 (using a two-tailed t-test of unequal variance). The study group treated with physostigmine at the highest dose exhibited significant changes in the expression levels of hundreds of genes, yet none of these samples was classified as toxin-exposed using predictive modeling. Samples treated with the highest dose of tacrine showed approximately the same numbers of significant changes greater than twofold, but these samples were classified correctly as toxin-exposed. There is less than a 2% overlap between the genes that change at the highest dose of physostigmine vs. the highest dose of tacrine (Figure 12.14). Thus, the toxicity-associated mechanism observed with tacrine is far different than the ambient mechanism observed with physostigmine. Several examples of genes that are known to be associated with a general toxic response are shown (Figure 12.15 to Figure 12.17). In each case, two instances of probe fragments on the GeneChip are representative of each gene. Each gene is obviously upregulated by tacrine at 6 hr, © 2003 by CRC Press LLC



FIGURE 12.13 Comparison of numbers of significantly changing genes over several time and dose points. Numbers of significantly changing genes over the study groups in the experiment are plotted on the y-axis. The numbers of changing genes with physostigmine are approximately the same as the number of changing genes with an early tacrine response. However, the two compounds are differentially predicted with respect to their toxic outcome. Significance is established as a fold change >2 relative to vehicles at same time point (p < 0.01; two-tailed t-test of unequal variance).



Genes Changing 6 hrs post-treatment with Highest Dose of Physostigmine (25 mg/kg)



Genes Changing 6 hrs post-treatment with Highest Dose of Tacrine (40 mg/kg)



280 genes



241 genes



Intersection = 8 genes FIGURE 12.14 Few significantly changing genes for tacrine and physostigmine overlap at the 6-hr time point. The genes changing with physostigmine administration are not the same genes changing with tacrine administration. The genes changing with tacrine are found in the predictive model for general liver toxicity, while the genes changing with physostigmine are not. Significance is established as a fold change >2 relative to vehicles at same time point (p < 0.01; two-tailed t-test of unequal variance).



the time at which we capture toxicity indication, but is not regulated by physostigmine or Aricept. It is important to note that these genes were determined to be general markers of toxicity using our entire reference database. In addition, no acetylcholinesterase inhibitors were used in building our predictive system. Therefore, the compounds we have used as examples in this case were not used to select these genes or the other genes we have determined to be predictive markers of toxicity. 12.4.3.2 Summary In this predictive model, no other hepatotoxicant specific for humans was included in our training set, illustrating that statistical inference based on a large reference database of known hepatotoxicants is effective as a classification tool for compounds. The genes regulated upon tacrine administration are many of the same genes that have been identified from a large reference database as © 2003 by CRC Press LLC



FIGURE 12.15 Example of a predictive toxic marker gene (heme oxygenase-1) and its response to both drugs at both 6 and 24 hr. This is one of the genes responsible for the predictions of physostigmine and Aricept as “nontoxic” and tacrine as “toxic.” Two fragment elements are tiled on the microarray for this gene. Both respond identically and both are found within the predictive model. NOTE: Physo = physostigmine.



FIGURE 12.16 Example of a predictive toxic marker gene (spermidine synthase) and its response to both drugs at both 6 and 24 hr. This is one of the genes responsible for the predictions of physostigmine and Aricept as “nontoxic” and tacrine as “toxic.” Two fragment elements are tiled on the microarray for this gene. Both respond identically and both are found within the predictive model.



expression-based toxicity markers. This is not the case with physostigmine or Aricept. Toxicogenomic assessment in rats was able to predict that tacrine is a human toxicant, suggesting that such systems may be able to detect such toxicity early in the drug development pipeline before exposure to humans. It is equally important to recognize that the number of genes for which the expression level changes significantly upon exposure to a drug is insufficient to assign a toxicity classification, © 2003 by CRC Press LLC



FIGURE 12.17 Example of a predictive toxic marker gene (ornithine decarboxylase) and its response to both drugs at both 6 and 24 hr. This is one of the genes responsible for the predictions of physostigmine and Aricept as “nontoxic” and tacrine as “toxic.” Two fragment elements are tiled on the microarray for this gene. Both respond identically and both are found within the predictive model.



as physostigmine, a non-hepatotoxicant, elicited the dysregulation of more genes in the liver than did tacrine.



12.4.4 ACCOUNTING FOR CONFOUNDING SOURCES OF VARIABILITY IN PREDICTIVE MODELS 12.4.4.1 Background Large reference database construction involves years of data collection. Parameters related to every aspect of the underlying process will change over that period. These parameters include multiple array processing protocols (e.g., PMT scanner setting, hybridization, and wash times), multiple biological conditions (e.g., strain of species, gender), and specific administration protocols that vary from compound to compound (e.g., types of vehicle, route of administration, feeding/fasting). By incorporating different settings for each one of these parameters into the reference database, predictive modeling becomes somewhat insensitive to each change. In the most basic application of predictive modeling, the researcher would like to find those genes that are most applicable for the identification of a general toxic response. The marker selection process assays for those genes that fall into a certain distribution only when toxicity is observed by gene expression and for those that fall into a separate distribution when toxicity is not observed. Because toxicity is observed in conjunction with all other parameters that change from experiment to experiment and over time, in general, markers of toxicity should not be explained by these confounding factors to an appreciable degree. Therefore, confounding influences external to the toxic response can benefit the predictive model by making it more robust against these influences. In an effort to assess the prevalence of confounding factors that may have been introduced over time into our set of predictive markers, we ran an analysis to determine if these markers could successfully predict general toxicity in the presence of such factors. In this example, carbon tetrachloride (CCl4), a well-known hepatotoxicant, was administered to rats. The liver was extracted at various time points post-dose and run over the Affymetrix GeneChip RGU34 set. The study © 2003 by CRC Press LLC



TABLE 12.6 Summary of In Vivo Study Design for CCl4 Experiment Early



Compound



Time Points (hr)



Corn oil (vehicle)



3 6 24



Early



CCl4



3 6 24



More recent



Corn oil (vehicle)



3 6 24



More recent



CCl4



3 6 24



design can be found in Table 12.6. The experiment labeled as “early” was run approximately one year before the study labeled “more recent.” In addition, the animal experiment was conducted at two separate and unaffiliated sites of sample generation. All tissue processing and chip processing took place at Gene Logic but were run by different personnel as part of Gene Logic’s production processes. These protocols were known to change sufficiently over that period of time for several factors. Figure 12.18 shows two principal components analysis (PCA) visualizations, where relative variability is shown on each axis. The highest contributing factor to the overall variability is shown on the x-axis and is known as the first component. The y-axis shows the second-highest component, and the z-axis shows the third-highest variability component. In Figure 12.18a, samples from both the early and more recent experiments are plotted on this visualization using all 26,202 non-control probe sets. The visualization shows two things of note: (1) the principal source of variability over all genes defines the time effect, and (2) the more recent experiment shows less within-experiment variability than the older experiment. Figure 12.18b shows the same samples plotted on a PCA visualization, this time measured only over the Gene Logic-determined general toxicity marker genes. In this visualization, toxicity is observed as the principal source of variability; therefore, confounding influences have been removed from the comparison. The PCA visualization is only one of the many methods to assess confounding variables and their effects on the prediction and observation of toxic events at the gene expression level. It is only provided as an easy visualization where conclusions can be made on the general behavior of reliable predictive toxicity markers. The algorithm on which predictions are based should rely on distributions of the signal intensities of each marker and not on dimension reduction. It should be noted that our LDA predictive approach verifies the results provided in these PCA figures. 12.4.4.2 Summary The predictive markers for general toxicity identified by Gene Logic seem to be insensitive to most types of variability that may have been introduced into a historical reference database over the course of a year. This is mostly due to the fact that they are selected despite this variability within the database. As a reference database grows and focuses on additional variability parameters (e.g., © 2003 by CRC Press LLC



FIGURE 12.18 Two PCA visualizations show that gene selection is necessary for removing confounding factors of variability unrelated to toxicity. The left plot (A) shows the principal separation of samples due to the time the experiment was conducted when using all genes. The right plot (B) shows the principal separation of samples due to toxicity. In fact, there appears to be no observable differences between studies in the first three components. Within each plot, the highest contributing factor to the overall variability is shown on the x-axis and is known as the first component. The y-axis shows the second-highest component, and the z-axis shows the third-highest variability component. (See color insert.)



gender, strain), the predictive markers should become insensitive to these as well. This is an advantage to the genome-wide assay approach.



12.4.5 RESOLUTION OF HETEROGENEOUS CLINICAL CHEMISTRY HISTOPATHOLOGY RESULTS USING GENE EXPRESSION



AND



12.4.5.1 Background Compounds are known to have differential toxic effects among individuals as measured by classical measures (i.e., clinical chemistry and histopathology). This heterogeneous response may be mediated at the gene, protein, enzyme, or metabolite level of the toxic mechanism. If this heterogeneity is determined by entities downstream from gene regulation, then gene expression assays may exhibit a more homogeneous response. To relate the heterogeneity of response between classical and gene expression measures, we orally administered acetaminophen (APAP) at pharmacological and toxic doses to rats. The animals were sacrificed at several time points post-dose, and the livers were extracted and processed over the Affymetrix GeneChip RGU34A, B, and C microarrays at Gene Logic’s production processing facility. The study design is provided in Table 12.7. All vehicle-treated rats and those treated with a low dose of APAP showed no clinical chemistry or pathology effects; however, the high-dose APAP treatment group exhibited a toxic response at 24 hr post-dose (Figure 12.19). The variability of clinical chemistry parameters such as alanine amino transferase (ALT) and AST levels and histopathology damage was high. A closer look at this group in our study showed the heterogeneity of the ALT and histopathological responses for individual rats (Figure 12.20). Some rats exhibited no evidence of liver necrosis or showed only minor ALT changes, whereas some rats showed more robust alterations in both classical toxicity endpoints. A few rats showed no increases in ALT levels, but did exhibit an observable pathology. © 2003 by CRC Press LLC



TABLE 12.7 Summary of In Vivo Study Design for Acetaminophen Compound



Dose (g/kg)



Gum tragacanth (vehicle)



—



Time Points (hr) 3 6 24



Acetaminophen



0.1



3



2



24 3



6 Acetaminophen



6 24



FIGURE 12.19 ALT and AST levels plotted for each of the study groups. Significance is noted for the 24-hr high-dose group for APAP oral administration. Significance is established as a fold change >2 relative to vehicle-treated rats at the same time point (p < 0.05; two-tailed t-test of unequal variance).



This heterogeneity may be due to multiple causes, but it has been shown previously that APAP can cause this differential effect in rats when given orally, as opposed to the relative homogeneous response when the drug is administered by the intraperitoneal route.79–81 A large number of gene expression changes were observed for the highest dose treatment over all three time points relative to vehicle- and low-dose-treated samples. The rats sacrificed 24 hr post-dose showed many more gene expression changes than earlier time points, but it was noted that the same groups of genes seemed to be changing over all time points. This group of changing genes also showed a large amount of overlap with our predictive markers of general toxicity. Upon running each of the samples in the experiment through our models, this observation was verified (Figure 12.21). Each of the samples treated with a high dose of APAP was classified as “toxic” with the exception of one false negative observed at the 3-hr time point. Therefore, the gene expression changes and the classifications associated with those changes were successful in defining the toxic response before it was observed with classical measures. A PCA was conducted using this data in order to observe the relative variability of each of the groups in the study (Figure 12.22). Relative variability is shown on each axis. The highest contributing factor to the overall variability is shown on the x-axis (the first component). The y-axis shows the second-highest component, and the z-axis shows the third highest variability component. Each © 2003 by CRC Press LLC



FIGURE 12.20 ALT levels and necrosis severity levels for only the group sacrificed 24 hr post-dose with a high dose of APAP. A variable response of toxicity is observed for both measures.



FIGURE 12.21 The percent animals predicted by markers of general toxicity as toxin-exposed for each study group by the treatment is shown. Also shown is a summary of overall clinical chemistry and histopathology for high dose-treatments across time. The homogeneous predictions are a contrast to the heterogeneity in classical measures shown in Figure 12.20. Also note that gene expression analysis identified potential toxicity before observable effects.



sample in the study is plotted in reference to all other samples. The genes used to define this variability were the genes that significantly changed at the highest dose administration relative to vehicle and low dose (ANOVA, p < 0.01). As all high-dose-treated samples fell to the left portion of the plot, we can assign the toxic response to the first principal source of variability, as expected from our gene selection parameters. In addition, time course can be assigned to the second most prevalent source of variability. 12.4.5.2 Summary The homogeneity of the gene response observed in the 24-hr high-dose-treated samples is in direct contrast to the heterogeneity of this same group measured by classical measures. Therefore, a group of genes exists that can identify the toxic response based on treatment, rather than heterogeneous observed outcomes. It has been difficult to find those genes that define the “high responders” category from the “no responders” category internal to that group. Thus, mediation of certain clinical and pathological outcomes may be dependent on events downstream from transcription. This assay may be a more sensitive indicator of potential toxicity in this regard. © 2003 by CRC Press LLC



FIGURE 12.22 Principal components analysis (PCA) of APAP data is visualized for all animals in the study using those genes that change due to APAP administration at the highest dose. The homogeneity of the gene expression response is characterized by both a toxic response and a toxic response related to sacrifice time post-dose. (See color insert.)



12.4.6 INSIGHTS INTO THE MOLECULAR MECHANISMS PATHWAY LEVEL



OF



TOXICITY



AT THE



12.4.6.1 Background The advent of microarray technology allows the analysis of thousands of genes and multiple pathways from one experiment, providing a more thorough dissection of the molecular mechanisms of toxicity at the transcript level. The response of the rat liver to two classical liver toxicants, APAP and carbon tetrachloride, were investigated by microarray analysis, as their respective mechanisms of liver toxicity have been extensively studied using classic toxicological methods.82 An overview of the chemical structures and types of liver toxicity induced by these toxicants are listed in Figure 12.23. This particular study focused on evaluating alterations in the glutathione pathway, as reduced glutathione plays a pivotal role in preventing overt toxicity by APAP. When therapeutic doses of APAP are administered, APAP is metabolized by sulfation and glucoronidation, the major pathways of APAP metabolism.83 When the sulfation and glucoronidation metabolic pathways become saturated by high doses of APAP, APAP is then metabolized by the cytochrome P450 system, specifically CYP2E1 and CYP1A2, producing the N-acetyl-p-benzoquinone imine (NAPQI) reactive metabolites.84,85 The NAPQI reactive metabolites are capable of covalently binding to proteins and inducing glutathione depletion in both the cytoplasmic and mitochondrial compartments. This is followed by necrotic cell death.86,87 Glutathione detoxifies the NAPQI reactive metabolite by both nonenzymatic and enzymatic reactions catalyzed by glutathione transferases.88–90 As glutathione is one of the key components for the detoxification of the NAPQI reactive intermediate, it was postulated that multiple genes in the glutathione synthesis pathway would be over-expressed following administration of toxic doses of APAP. It was also theorized © 2003 by CRC Press LLC
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FIGURE 12.23 Compound structures and types of liver damage. (Images reproduced from The Merck Index.)



that the genes would be over-expressed in an attempt by the cell to increase the intracellular levels of reduced glutathione. The elevated levels of reduced glutathione could then be utilized by the cells for the detoxification of the NAPQI reactive intermediates, enhancing the ability of the cell to eliminate the toxic insult. In this study, Sprague–Dawley rats were treated with APAP or CCl4 (see Tables 12.7 and 12.6, respectively, for study design). RNA was isolated from the liver and evaluated by microarray analysis using the Affymetrix GeneChip RGU34. Elevations of ALT levels and signs of necrosis by histopathological examination confirmed that both APAP and CCl4 induced liver damage at 24 hr. The well-characterized glutathione pathway was evaluated for time- or compound-specific differences in gene expression following exposure to either of the toxicants. In Figure 12.24, gene expression changes were determined, and the fold-change results were linked to the Kyoto Encyclopedia of Genes and Genomes (KEGG) illustration of the glutathione pathway. This visualization tool allows a toxicologist to determine which genes are being modulated by the toxicants in a single pathway of interest and provides a framework for evaluating multiple pathways for gene expression changes. Analysis of the glutathione pathway revealed that multiple genes were being overexpressed 24 hr post-treatment in response to APAP (2 g/kg) exposure, while the same genes responded within 3 hr of CCl4 exposure. Importantly, the rate-limiting enzyme in the synthetic pathway of glutathione (Figure 12.25), γ-glutamylcysteine synthetase catalytic subunit, was overexpressed, a finding that has been previously documented in mice exposed to APAP.91,92 In addition, two other key genes involved in glutathione synthesis were over-expressed: glutathione synthetase and glucose 6-phosphate dehydrogenase (Figure 12.24). A number of glutathione S-transferases were over-expressed as well (data not shown). Overall, the pathway indicates that the cells are attempting to increase levels of key genes needed for the synthesis of reduced glutathione, an essential component required to detoxify the NAPQI reactive intermediate. The global gene expression changes captured by the microarray analysis provides a more complete snapshot of the molecular mechanisms being invoked by the cells following exposure to toxic levels of APAP. The results shown in Figure 12.24 indicate that the temporal regulation of the glutathione pathway for a number of important genes is quite different for CCl4 and APAP, as the CCl4 altered the expression levels within 3 hr of exposure (early) while APAP lacked differential expression at 3 and 6 hr but displayed significant alterations at 24 hr (late).
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FIGURE 12.24 Glutathione pathway. The fold-change values for genes that encode proteins in the glutathione pathway are illustrated in the context of the KEGG glutathione metabolism pathway. Overexpressed genes are brown, and the underexpressed genes are green. (See color insert.)



12.4.6.2 Summary These results provide evidence that biologically relevant molecular mechanisms of toxicity can be elucidated from toxicogenomic studies. Analysis of the glutathione pathway revealed that both APAP and CCl4 modulated the expression levels for a number of key genes required for maintaining glutathione levels, such as γ-glutamylcysteine synthetase (rate-limiting enzyme), glutathione synthetase, and glutathione 6-phosphate dehydrogenase In addition, these results indicate that similar expression changes are observed in the glutathione pathway for either CCl4 or APAP in the rat, yet the time course for differential gene expression is distinct.



12.5 SUMMARY As this chapter demonstrated, toxicogenomics has the potential to impact, in a new and exciting way, current in-house drug development efforts and toxicology assessments by: 1. Providing specific information about the mechanism of toxicity with simultaneous analysis of all perturbed pathways earlier in the drug development cycle than convention methods 2. Providing a way of screening and ranking compounds by developing and using predictive models (in vivo and in vitro) and by applying appropriate statistical methods to discriminate toxicity markers from nontoxic markers and incurred pathologies from a wide range of reference compounds 3. Profiling proprietary compounds through gene expression and defining unique compound-specific signatures © 2003 by CRC Press LLC



FIGURE 12.25 The rate-limiting enzyme for the glutathione pathway, glutamine-cysteine ligase, is upregulated upon APAP treatment at 24 hr and by CCl4 treatment at 3 hr, as shown in the upper right-hand box. (See color insert.)



4. Identifying biomarkers to track potential toxicity in subchronic or chronic studies as well as in clinical development 5. Allowing a rapid assessment of toxicity of in-licensed compounds The future of toxicogenomics will ultimately depend on how each researcher applies the technology, the degree of standardization and the underlying understanding of the complexity of gene expression analysis. This chapter provided a predictive-based perspective on the scientific issues surrounding the generation and successful use of toxicogenomics in hopes of continuing and refining the debate surrounding the use of gene expression data.
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13.1 INTRODUCTION The application of genomics techniques to the field of toxicology has created a new science subdiscipline, toxicogenomics. Toxicogenomics is the study of the structure and transcriptional output of the entire genome as it relates and responds to adverse xenobiotic exposure. One of the main tools utilized in toxicogenomics research is microarray analysis. This technology allows one to monitor the expression of thousands of genes at the same time by quantitating the expression levels of messenger RNA (mRNA). The expression of virtually every gene in the entire genome can be determined for a single time point in one experiment, thus yielding an unprecedented amount of information regarding the physiological state of the cell. However, inherent in microarray experiments is the difficulty in extracting knowledge from such a vast amount of data. For example, consider the implications of using microarrays in a simple toxicology experiment looking at the effects of one compound on one tissue at three dose levels plus a control group at a single time point. If the study has 5 animals per treatment group, this would involve running microarray analysis on 20 samples. Assuming the microarray chip has 20,000 genes present, this study would yield 400,000 data points to analyze. If one wishes to look at different time points, comparator compounds, or tissues, the number of data points quickly exceeds 1 million. Faced with such a plethora of data, how can one extract the most useful information that can aid in determining the safety of a new compound? One method that is often used is simply to look at the changes for the set of genes of interest. If a compound is suspected to result in cell death,
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for instance, one could concentrate on gene changes involved in proliferation and cell-cycle regulation. Likewise, if a compound is suspected to be a mitochondrial damaging agent, one could concentrate on the regulation of genes involved in mitochondrial function. Certainly, information gained from such analysis can be useful. However, performing this kind of analysis presupposes that one has an idea of the type of toxicity to expect. In addition, concentrating on only a subset of genes limits the usefulness of microarray analysis. Examining the expression profiles of the entire genome, not just a subset, allows one to gain information on all of the changes in the cell resulting from treatment with a compound, changes that come from both intended (on-target) and untoward (off-target) effects. Such observations, in turn, allow one to learn valuable information regarding potential toxic liabilities without any presupposed knowledge of the compound. For toxicogenomic studies, it is beneficial to look at the regulation of all of the genes present on a chip in order to identify any changes that may indicate potential toxicity resulting from treatment with the compound, including those changes not previously suspected and included in a candidate list. Along with data concerning off-target effects, though, are data describing the intended effect along with gene changes related to normal biological fluctuation and thus unrelated to specific chemical exposure. The challenge lies in how to manage the huge volume of data generated from microarray studies to extract the necessary and relevant information. While many different methods are available to do this, one that is being employed widely in the field of toxicogenomics is a statistical method known as unsupervised learning. The application of this method to the analysis of toxicogenomic data stems from the hypothesis that expression profiles reflect the molecular phenotype of a cell in a certain state. Breast cancer cells, for instance, can be distinguished from normal breast cells based on their gene expression profiles. Similarly, cells exposed to a toxin can be distinguished from control (normal) cells, and the resultant gene expression pattern is both characteristic for the particular compound or chemical class and contains information regarding the mechanism of action. Thus, by comparing the gene expression profile of an unknown compound against a reference database, it may be possible to determine if the compound has potential toxic liabilities. The difference between supervised and unsupervised learning is that with supervised learning, the user has previous knowledge from outside the microarray experiment concerning the output value (gene expression) or the input variable (cell type or treatment condition). This information is used to direct the analysis of the microarray experimental results. For instance, in the case of a microarray experiment comparing normal tissue to breast cancer tissue, if the user knows the identification of the samples, this information can be used to group the expression profiles and thus identify genes that are regulated in the diseased state. As introduced in Chapter 4, in unsupervised learning the user has no data concerning either the output value or the input variable. Basically, the task of unsupervised learning is to cluster or group the data by finding patterns or linear relationships. Because no training set is used, it is difficult to judge the accuracy or degree of error that may result from using unsupervised clustering. As a result, a variety of methods are used for unsupervised clustering, all of which are somewhat subject to interpretation. Examples of unsupervised clustering are agglomerative, divisive, and kmeans clustering. Previous studies have used unsupervised clustering to show that expression profiles obtained from microarrays can be used to classify cells from various tissues or in different physiological states.1 In one particular study, gene expression signatures were used to cluster gene profiles from acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) cells. In this study, the authors were able to classify 29 out of 34 bone marrow or peripheral blood samples as being either AML or ALL with 100% accuracy using gene expression profiles; in fact, in at least one case the expression signatures proved to be a more sensitive and accurate method than traditional histopathology for classifying the tumor cells.2 A similar analysis was performed by Ross et al.,3 who used unsupervised cluster analysis to classify 60 cell lines from diverse tumor tissues. The cell lines clustered based on their tissues of origin. Microarrays and cluster analysis have also been used to © 2003 by CRC Press LLC



classify changes in gene expression in cell-cycle control and pheromone signaling in Saccharomyces cerevisiae.4 Previous work has also shown that cell responses to xenobiotic treatment can be indicators of the mechanism of action of the agent. Scherf et al.5 used microarray and cluster analysis to study cell responses to 118 cancer drugs with known mechanisms of action. The studies showed that the cell responses to the cancer drugs grouped together according to the mechanism of action of the drug, regardless of the type of cell used. This chapter focuses on one study that applied unsupervised clustering to expression profiles from rats treated with 15 different known hepatotoxins: allyl alcohol, amiodarone, Aroclor 1254, arsenic, carbamazepine, carbon tetrachloride, diethylnitrosamine, dimethylformamide, diquat, etoposide, indomethacin, methapyrilene, methotrexate, monocrotaline, and 3-methylcholanthrene. These agents have been shown to cause a variety of toxic hepatic effects, including hepatocellular hypertrophy, DNA damage, necrosis, steatosis, and cholestasis, among others. Gene expression analysis was done on RNA from the livers of treated rats and was compared against vehicle-treated controls. The gene expression results were clustered using different methods of unsupervised clustering, and the results were compared to histopathology, clinical chemistry, and historical data concerning mechanisms of toxicity.



13.2 MATERIALS AND METHODS 13.2.1 IN-LIFE STUDIES Rats were treated with the 15 hepatotoxins at levels that have previously been shown to be hepatotoxic but not lethal. Male Sprague–Dawley rats, approximately 6 to 12 weeks of age and weighing between 225 and 275 g, were injected intraperitoneally with vehicle (corn oil or saline), allyl alcohol (40 mg/kg/day),6 amiodarone (100 mg/kg/day),7 Aroclor 1254 (400 mg/kg/day),8 arsenic (20 mg/kg/day),9 carbamazepine (250 mg/kg/day),10 carbon tetrachloride (1000 mg/kg/day),8 diethylnitrosamine (100 mg/kg/day),11 dimethylformamide (1000 mg/kg/day),12 diquat (17.2 mg/kg/day),13 etoposide (50 mg/kg/day),14 indomethacin (20 mg/kg/day),15 methapyrilene (50 mg/kg/day),16 methotrexate (250 mg/kg/day),17 monocrotaline (50 mg/kg/day),18 or 3-methylcholanthrene (100 mg/kg/day).19 Allyl alcohol, Aroclor 1254, 3-methylcholanthrene, and carbon tetrachloride were suspended or dissolved in corn oil, while all other compounds were suspended or dissolved in saline. Each treatment group had three rats, which were dosed daily for three days and sacrificed on the fourth. Blood samples drawn from the animals at necropsy were used to measure serum concentrations or activities of blood urea nitrogen (BUN), creatinine, alanine amino transferase (ALT), aspartate amino transferase (AST), γ-glutamyl transferase (GGT), alkaline phosphatase (ALP), cholesterol, triglycerides, bilirubin, glucose, total protein, albumin, and globulins using an Abbott Aeroset clinical chemistry analyzer. The terminal body weights and liver weights were recorded. The left lateral lobe of the liver was processed for histopathologic evaluation. Approximately 100 mg from each liver was placed into TRIzol® reagent and immediately homogenized using a Turrax tissue grinder. The remaining portion of the liver was retained frozen for future study.



13.2.2 MICROARRAY ANALYSIS RNA preparation and analysis was done according to the Affymetrix (Santa Clara, CA) protocol. Briefly, RNA from the three rats in each group was pooled using equal amounts from each rat to make a total of 200 µg of RNA for each treatment group. The integrity of the RNA from the pooled samples was determined using an Agilent 2100 Bioanalyzer. Following this, mRNA was extracted from the total RNA samples using the Qiagen Oligotex mRNA Midi Kit (Cat. No. 70042; Hilden, Germany). Complementary DNA (cDNA) was prepared from 1 µg of mRNA using the Superscript Choice system from Gibco-BRL Life Technologies (Cat. No. 18090-019; Gaithersburg, MD). The © 2003 by CRC Press LLC



Gibco protocol was followed exactly, with the exception that the primer used for the reverse transcription reaction was a modified T7 primer with 24 thymidines at the 5′ end. The sequence was: 5′–GGCCAGTGAATTGTAATACGACTCACTATAGGGAGGCGG-(dT)24–3′ Following this, labeled cRNA was synthesized from the cDNA using the Enzo RNA Transcript Labeling Kit (Cat. No. 900182; New York, NY) according to the manufacturer’s instructions. Approximately 20 µg of cRNA was then fragmented in a solution of 40 mM Tris-acetate, pH 8.1, 100 mM KOAc, and 30 mM MgOAc at 94°C for 35 minutes. Labeled cRNA was hybridized to the Affymetrix GeneChip Test 2 Array to verify the quality of labeled cRNA. Following this, cRNA was hybridized to the Affymetrix Rat Toxicology U34 Array (Cat. No. 900252). The cRNA was hybridized overnight at 45°C.



13.2.3 DATA ANALYSIS



AND



CLUSTERING ALGORITHM



The microarray data was analyzed using the Rosetta Resolver™ v.2.0 Expression Data Analysis System. Sequences on Affymetrix chips are generally represented by an average of 20 perfect match (PM) probe sets to the sequence and corresponding mismatch (MM) sequences to control for background and nonspecific hybridization. Absolute intensity statistics are based on feature intensities and corresponding standard deviations provided in the GeneChip-generated CEL files. The absolute intensity statistics were computed by averaging the PM and corresponding MM feature intensity differences after removal of outliers; for a given probe set, the error-weighted PM/MM intensity difference was considered an outlier if it was more than 3 standard deviations away from the mean PM/MM intensity difference for that probe set. The p-values for the average of the log10 PM/MM differences were computed by pooling the standard deviations associated with the log10 of the PM/MM differences, weighting the mean of the log10 PM/MM differences using the pooled standard deviation and treating the resulting statistic as a normally distributed random variable with mean 0 and standard deviation 1. Expression changes between two arrays were quantified as log10 (expression ratio), where the expression ratio was taken to be the ratio between normalized, error-weighted PM/MM difference intensities. We have observed, as have others,20 significant spatial variation of control probes across the surface of an array, where the control probes should all be of the same intensity. Therefore, in addition to correcting for these regional gain biases, normalization between two arrays was performed by subdividing the arrays into 16 regions and normalizing the arrays region by region. An error model for the log ratio was applied to quantify the significance of expression changes between two samples. This error model assumed the log ratio statistic followed a standard normal distribution. The main purpose of the error model was to generate p-values for the log ratio statistic so that genes could be rank-ordered according to the significance of this statistic. Using p-values to rank-order genes, as opposed to using p-values in a classic hypothesis-testing context, is not sensitive to departures from normality. The color displays given in Figure 13.3 show the log10 (expression ratio) as (1) red, when the treatment sample is upregulated relative to the control sample; (2) green, when the treatment sample is downregulated relative to the control sample; (3) black, when the log10 (expression ratio) is close to zero; and (4) gray, when data from one or both of the samples for a given probe set are unreliable. Clustering results presented in Figure 13.4 were generated by reordering genes and treatments according to a hierarchical clustering algorithm, as previously described.21 Other clustering methods used were the divisive hierarchical clustering algorithm,22 the k-means partitioning clustering algorithm,23 and the self-organizing map (SOM)-based clustering algorithm.24 For a review of these methods, the reader is referred to Chapter 4 in this textbook.
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13.2.4 STATISTICAL ANALYSIS The correlations of the clinical chemistry parameters to gene expression changes were determined using eight of the clinical chemistry variables: ALT, AST, ALP, cholesterol, bilirubin, glucose, GGT, and BUN. The log of the ratio of the treated and control clinical chemistry measurements was regressed onto the error-weighted log ratio values for each gene across all 15 treatments, yielding a correlation coefficient for each clinical chemistry variable/gene pair. For a given gene, a treatment was included in the least-squares fit, giving rise to the correlation coefficient only if the p-value for the error-weighted log ratio for gene expression values was 0.60, the clinical chemistry variable/gene pair was determined to be significantly correlated.



13.3 RESULTS 13.3.1 HISTOPATHOLOGY



AND



CLINICAL CHEMISTRY RESULTS



With allyl alcohol treatment, two of three rats showed slightly elevated serum ALP activities compared with controls. All three had elevated serum ALT activities, ranging from 11 to 33 times the mean value of the corn oil control group. AST activities were similarly elevated, ranging from 6 to 18 times the control mean. The mean relative liver weight was significantly greater than control. Microscopic change was pronounced in all three rats. Hepatocellular necrosis was present in periportal regions, and both bile duct proliferation and peribiliary inflammatory infiltrates and fibrosis were increased above control. The numbers of mitotic figures derived from both hepatocytes and biliary epithelial cells exceeded control levels; hepatocellular figures were especially numerous. Minor amounts of hemorrhage and mineralization were also present (Figure 13.1). Treatment of rats with Aroclor 1254 resulted in a twofold increase in average serum triglyceride concentration and a 140% increase in relative liver weight over the vehicle-treated controls. Mild midzonal hepatocellular fatty change was evident in all treated animals. In addition, diffuse mild hepatocytomegaly and increased hepatocellular mitotic activity were observed (Figure 13.1). Hepatocellular lipid (triglyceride) accumulation suggests an imbalance between clearance of triglycerides from the serum and subsequent secretion of very-low-density lipoprotein (VLDL). Two of three animals treated with carbon tetrachloride showed mild to moderate increases in serum ALP activities relative to control. Serum ALT activities were roughly four- to sixfold greater, and serum AST activities were three- to fourfold greater than control. Two of the three rats had mildly higher serum triglyceride concentrations relative to control, and the mean relative liver weights increased significantly above control. Mild to moderate centrilobular hepatocellular vacuolar degeneration and necrosis were present in all three rats. Mild to marked increases in the number of hepatocellular mitotic figures were also evident in these three animals, and minimal to mild infiltrates of mononuclear cells were present in centrilobular areas of all treated animals (Figure 13.1). All three of the livers from rats treated with diethylnitrosamine revealed severe, diffuse hepatic necrosis with attendant mild mononuclear inflammatory infiltrate. The eosinophilic necrosis was particularly centrilobular but extended out toward portal areas as well (Figure 13.2). Two livers from rats treated with monocrotaline revealed minimal expressions of hepatocyte karyomegaly and single-cell necrosis. The liver from the third rat revealed a severe and uniformly widespread, diffuse, centrilobular necrosis. A sparse population of mixed inflammatory cells was present in the necrotic zones (Figure 13.2). All of the livers from rats treated with methapyriline had a minimal expression of single-cell necrosis with a minimal mononuclear infiltrate. Several small portal areas had minimal expressions of oval cell hyperplasia and minimal mononuclear inflammation (Figure 13.2). © 2003 by CRC Press LLC



FIGURE 13.1 Slide showing liver sections from control or rats treated with carbon tetrachloride, Aroclor 1254, or allyl alcohol. All sections are shown at 100× magnification except for allyl alcohol, which is shown at 50×. The central vein is located to the right in each slide. (See color insert following page 112.) Rats treated with dimethylformamide showed varying degrees of diffuse and multifocal centrilobular necrosis. The livers from rats treated with indomethacin revealed mild to moderate numbers of microfoci of extramedullary hematopoiesis scattered about the liver. Rats treated with 3-methylcholanthrene showed an increase in relative liver weights of 132% over the vehicle-treated control group. Beyond the increase in liver size, no notable histological observations outside of normal parameters were seen with rats treated with 3-methylcholanthrene. Two of three rats treated with diquat and one rat treated with methotrexate showed higher-thanexpected serum blood urea nitrogen values (one rat treated with diquat did not survive and was not sampled). Two of three rats treated with carbamazepine showed slightly lower serum cholesterol concentrations. Rats treated with diquat, carbamazepine, methotrexate, arsenic, etoposide, and amiodarone showed no meaningful microscopic changes. Although the dose levels that we used have been shown to be hepatotoxic in rats, it is possible that three days of treatment was not long enough to observe the cellular changes reported in other studies.



13.3.2 GENE EXPRESSION CHANGES RNA was harvested from the livers of treated rats. The RNA integrity of the pooled RNA was determined using an Agilent 2100 Bioanalyzer. The results showed that all of the RNA was intact (data not shown). Microarray analysis was done to determine differences in hepatic gene expression between hepatotoxin-treated and vehicle-treated rats. For each of the approximately 1000 genes present on the Affymetrix rat toxicology chip (RTU34), induction or repression values were calculated using the Rosetta Resolver™ v.2.0 Expression Data Analysis System. In order to © 2003 by CRC Press LLC



FIGURE 13.2 Slide showing liver sections from control or rats treated with diethylnitrosamine, methapyrilene, or monocrotaline. All sections are shown at 100× magnification.



ascertain the extent of variablility resulting from RNA preparation, we processed RNA from the same samples and performed microarray analysis on these samples. We found extremely high correlation between the signature profiles of different RNA preparations (weighted correlation coefficient of common signature = 0.98; data not shown). We therefore concluded that single RNA preparations were sufficient for analysis. RNA was pooled from the treatment groups and hybridized to the RTU34 microarray chips. The gene expression changes resulting from treatment with the 15 hepatotoxins are represented by the two-dimensional graphs shown in Figure 13.3. The individual genes are represented on the xaxis, and the different experiments are shown on the y-axis. The changes in gene expression are represented colorimetrically as described in the Methods section. Because it is possible to obtain different results depending on the clustering method used, we performed three separate clustering operations: (1) agglomerative, (2) divisive, and (3) k-means (for a review of these methods, see Chapter 4).25 As noted earlier in this book, compounds that cluster together regardless of the clustering method used are likely to be more significant. The results show that some clusters are constant regardless of the statistical method used, while other clusters vary. With all three clustering methods, Aroclor 1254 clustered with 3-methylcholanthrene and allyl alcohol clustered with carbon tetrachloride. In addition, both agglomerative and k-means cluster analyses paired monocrotaline with diethylnitrosamine. Some clusters varied, depending on the method used. For instance, using agglomerative clustering, diquat clustered with methotrexate, while with divisive clustering diquat clustered with etoposide (compare Figures 13.3A and 13.5B). By pooling the RNA from individually treated animals, we obtained signature expression profiles that should represent an average of the three animals. Potentially, the hepatotoxins may have clustered differently if we had obtained expression profiles from individual animals instead © 2003 by CRC Press LLC



FIGURE 13.3 (A) Two-dimensional graph showing the gene changes occuring in livers from rats treated with the 15 known hepatotoxins. A total of 231 genes with a p-value of 0.01 were shown to be regulated ±twofold or more by at least three compounds. The hepatotoxins (y-axis) and genes (x-axis) were clustered using agglomerative clustering. Increases in mRNA levels are represented as shades of dark gray and decreases in mRNA levels are represented by shades of light gray. (B) Two-dimensional graph showing the gene changes occuring in livers from rats treated with the 15 known hepatotoxins. A total of 231 genes with a p-value of 0.01 were shown to be regulated ±twofold or more by at least three compounds. The hepatotoxins (y-axis) and genes (x-axis) were clustered using divisive clustering. (C) Graph showing gene expression profile groupings using k-means clustering from pools of 15 hepatotoxins. The conditions are the same as in parts A and B.
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FIGURE 13.3 (B)
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FIGURE 13.3 (C)
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FIGURE 13.4 Comparison plot showing the regulation of genes by two different rats treated with diethylnitrosamine. Genes that were regulated at a p-value of 0.01 are represented by gray dots. Genes commonly regulated in both samples are represented by black dots. The correlation coefficient of genes regulated in common in diethylnitrosamine treated rats was 0.979 ± 0.005.



of pooling. To address this issue, we performed microarray analysis on samples from the three individual animals treated with Aroclor 1254 and diethylnitrosamine and two of the animals treated with carbon tetrachloride. The microarray results showed strong correlation between the individual animals from the different treatment groups. Figure 13.4 shows the result of comparison plots of the expression analysis from two of the animals treated with diethylnitrosamine. The genes regulated in common between the two different animals are shown in red. While there were some gene changes between the animals, the correlation coefficient of genes regulated in a similar manner by animals from the same treatment group was 0.971 for animals treated with diethylnitrosamine, 0.972 for animals treated with Aroclor, and 0.878 for animals treated with carbon tetrachloride. The expression profiles from the individual animals were clustered with the signature profiles from the pooled samples. Figure 13.5 shows the results of the cluster analysis using divisive and k-means clustering. Both cluster methods show that the signature profiles from the individual Aroclor-, diethylnitrosamine-, and carbon-tetrachloride-treated animals cluster with the signature profiles from the pooled samples. In addition, the signature profiles from the Aroclor-treated animals continue to cluster with 3-methylcholanthrene and the signature profiles from carbon-tetrachloridetreated animals continue to cluster with allyl alcohol. Figure 13.6 shows a close-up view of some of the regions of the k-means cluster analysis from Figure 13.5B. Figure 13.6A shows a cluster of genes that are upregulated with diethylnitrosamine treatment. Many of these genes are also upregulated by monocrotaline, etoposide, allyl alcohol, and carbon tetrachloride. Figure 13.6B shows genes that are downregulated by diethylnitrosamine, and Figure 13.6C shows genes that are upregulated by Aroclor and 3-methylcholanthrene treatment.



13.3.3 ASSOCIATION



WITH



CLINICAL CHEMISTRY CHANGES



Using supervised learning, an attempt was made to correlate alterations in some of the clinical chemistry parameters with changes in gene expression (see methods). Several genes were identified that were consistently either upregulated or downregulated in association with changes in a clinical chemistry parameter. A list of some of these genes and their corresponding correlation coefficients is provided in Table 13.1.
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FIGURE 13.5 (A) Two-dimensional graph showing the expression profiles of pooled samples from 15 hepatotoxins and expression profiles from individual animals treated with Aroclor 1254, diethylnitrosamine, and carbon tetrachloride grouped by divisive clustering. (B) Gene expression profile clusterings from pooled and individual samples. The profiles were grouped using k-means clustering. (See color insert.)
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FIGURE 13.5 (B)
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FIGURE 13.6 (A) Close-up view of group 2 from Figure 13.5B. The individual gene names belonging to group 2 are shown above the graph. (B) Close-up view of group 4 from Figure 13.5B. (C) Close-up view of group 1 from Figure 13.5B. (See color insert.)
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FIGURE 13.6 (B)
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FIGURE 13.6 (C)



13.4 DISCUSSION By using microarray analysis on livers from a 3-day rat study, we have determined gene expression profiles for 15 known hepatotoxins: allyl alcohol, amiodarone, Aroclor 1254, arsenic, carbamazepine, carbon tetrachloride, diethylnitrosamine, dimethylformamide, diquat, etoposide, indomethacin, methapyrilene, methotrexate, monocrotaline, and 3-methylcholanthrene. These compounds elicit a variety of patterns of microscopic injury and alterations in liver-related serum analytes. The main goal of our study was to determine if, using gene expression analysis, these compounds would cluster based on their patterns or mechanisms of toxicity and if gene expression profiles would be useful predictors of toxic responses. We decided to use 3 days of exposure to the hepatotoxins because we believed that within 3 days significant gene changes corresponding to mechanisms of toxicity would occur. Compound treatment duration for toxicology studies can vary considerably, ranging from single-dose acute to chronic lifetime. We selected a 3-day time point for a variety of reasons. This time point would provide for a complete gene induction response within the liver without the complication of a significant secondary inflammatory response (cellular infiltration) or fibrosis likely to be encountered at later time points. Our histology evaluation confirms we achieved this. Also, an earlier time © 2003 by CRC Press LLC



TABLE 13.1 Genes Correlated with Changes in Clinical Chemistry Parameters Probe Set



Correlation



Gene Name



Alanine Amino Transferase (ALT) S76511_s_at



0.98



S66618_at



0.96



bax = apoptosis inducer mdr1a = multidrug-resistance transporter P-glycoprotein



D63761_g_at



0.91



Adrenodoxin reductase



M69246_at



0.91



Rat collagen-binding protein (gp46)



U39207_at



0.89



Rattus norvegicus cytochrome P450 4F5 (CYP4F5)



D90048exon_g_at



0.89



Rat Na+, K+-ATPase



X77117exon_1_3_at



0.87



NADH-cytochrome b5 reductase



M86389cds_s_at



0.78



Rat heat shock protein (Hsp27)



X67654_at



0.76



Gluthathione-S-transferase



J04791_s_at



0.72



Ornithine decarboxylase (ODC)



M24604_g_at



0.66



Rat proliferating cell nuclear antigen (PCNA/cyclin)



D26307cds_at



0.62



Rat jun-D



Z24721_at



0.95



U40064_at



0.93



PPAR delta protein (PPAR delta)



D26112_s_at



0.84



Fas antigen



Aspartate Amino Transferase (AST) Rattus norvegicus SOD gene



U34963_s_at



0.84



Programmed cell death repressor BCL-X-Long



J04791_s_at



0.82



Ornithine decarboxylase (ODC)



U47921_s_at



0.80



Rattus norvegicus alpha A (insert)-crystallin



L06482_at



0.78



Rat retinoid X receptor alpha



U09540_at



0.78



Cytochrome P450 (CYP1B1)



U59809_s_at



0.78



Mannose 6-phosphate/insulin-like growth factor II receptor



D26307cds_at



0.74



Rat jun-D



X13933_s_at



0.62



Calmodulin (pRCM1)



Z75029_s_at



0.61



Heat shock protein 70 (Hsp70)



U73174_g_at



0.99



L23088_at



0.94



P-selectin



J04791_s_at



0.83



Ornithine decarboxylase (ODC)



Alkaline Phosphatase (ALP) Glutathione reductase



U17260_s_at



0.80



Arylamine N-acetyltransferase-1 (AT-1)



X68041cds_s_at



0.76



Epididymal secretory superoxide dismutase



U39207_at



0.73



Cytochrome P450 4F5 (CYP4F5)



L16764_s_at



0.72



Heat shock protein 70 (Hsp70)



M86389cds_s_at



0.70



Rat heat shock protein (Hsp27)



AJ224120_at



0.66



Peroxisomal membrane protein Pmp26p (Peroxin-11)



D26112_s_at



0.66



Fas antigen



U37464_s_at



0.66



MEK5alpha-2 (MEK5)



AB004096_at



0.61



Lanosterol 14-demethylase (continued)
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TABLE 13.2 (CONTINUED) Genes Correlated with Changes in Clinical Chemistry Parameters Probe Set



Correlation



Gene Name



U39207_at



0.90



Cholesterol Cytochrome P450 4F5 (CYP4F5)



U35245_g_at



0.88



Rat vacuolar protein sorting homolog r-vps33b



M63122_at



0.88



Rat tumor necrosis factor receptor (TNF receptor)



AB004096_at



0.87



Lanosterol 14-demethylase



U61405_at



0.87



Aryl hydrocarbon receptor nuclear translocator 2 (ARNT2)



U73174_g_at



0.82



Glutathione reductase



D26112_s_at



0.79



Fas antigen



X68041cds_s_at



0.79



Epididymal secretory superoxide dismutase



U17260_s_at



0.78



Arylamine N-acetyltransferase-1 (AT-1)



AJ224120_at



0.76



Peroxisomal membrane protein Pmp26p (Peroxin-11)



U37464_s_at



0.69



MEK5alpha-2 (MEK5)



L23088_at



0.61



P-selectin



M64301_g_at



0.90



U73174_g_at



0.87



U89695_at



0.85



Non-histone chromosomal architectural protein HMGI-C



U35245_g_at



0.83



Rat vacuolar protein sorting homolog r-vps33b



X07365_s_at



0.81



Glutathione peroxidase



M21060_s_at



0.79



Rat copper-zinc containing superoxide dismutase



U17260_s_at



0.78



Arylamine N-acetyltransferase-1 (AT-1)



U47921_s_at



0.77



Rattus norvegicus alpha A (insert)-crystallin



Total Bilirubin Rat extracellular signal-related kinase (ERK3) Rattus norvegicus glutathione reductase



D38380_at



0.75



Rattus norvegicus mRNA for transferrin



U25650_f_at



0.72



Low-affinity nerve growth factor receptor precursor (LNGFR)



X06769cds_at



0.72



Rat c-fos



D63761_at



0.70



Adrenodoxin reductase



M15427_s_at



0.98



Glucose Rat c-raf protooncogene



X05137_at



0.96



Fast nerve growth factor receptor (NGFR)



L23088_at



0.93



P-selectin



AF025670_g_at



0.90



Caspase 6 (Mch2)



Z24721_at



0.88



R.norvegicus SOD gene



S79263_s_at



0.87



Interleukin-3 receptor beta



U35245_g_at



0.87



Vacuolar protein sorting homolog r-vps33b



X64403_at



0.86



c/ebp gamma



L06482_at



0.83



Rat retinoid X receptor alpha



U25650_f_at



0.81



Low-affinity nerve growth factor receptor precursor (LNGFR)



X94185cds_s_at



0.81



Dual-specificity phosphatase, MKP-3



U40836mRNA_s_at



0.79



Cytochrome oxidase subunit VIII (continued)
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TABLE 13.3 (CONTINUED) Genes Correlated with Changes in Clinical Chemistry Parameters Probe Set



Correlation



Gene Name



γ-Glutamyl Transferase (GGT) Rat Na+, K+-ATPase



D90048exon_g_at



0.91



M86389cds_s_at



0.90



Rat heat shock protein (Hsp27)



X67654_at



0.88



Gluthathione-S-transferase



S66618_at



0.87



mdr1a = multidrug-resistance transporter P-glycoprotein



U39207_at



0.79



Cytochrome P450 4F5 (CYP4F5)



D44591_s_at



0.78



Inducible nitric oxide synthase



Y09332cds_s_at



0.75



Cytosolic peroxisome proliferator-induced acyl-CoA thioesterase



D83792_at



0.75



Rattus norvegicus mRNA for p27



M58040_at



0.74



Rat transferrin receptor



U34963_s_at



0.72



Programmed cell death repressor BCL-X-Long



M24604_g_at



0.72



Rat proliferating cell nuclear antigen (PCNA/cyclin)



M31931cds_s_at



0.72



Rat cytochrome P450 (P450olf1)



L38437_at



0.99



L23088_at



0.92



U17260_s_at



0.92



Arylamine N-acetyltransferase-1 (AT-1)



U11681_at



0.91



Rapamycin and FKBP12 target-1 protein (rRAFT1)



M21210_i_at



0.90



Glutathione peroxidase (GSH-PO)



Blood Urea Nitrogen (BUN) NADH ubiquinone oxidoreductase subunit (IP13) P-selectin



J05460_s_at



0.87



Cholesterol 7-alpha-hydroxylase



M33329_f_at



0.84



Hydroxysteroid sulfotransferase a (STa)



M32167_at



0.83



Rat glioma-derived vascular endothelial cell growth factor



X55286_at



0.82



HMG-CoA reductase



U73174_g_at



0.81



Glutathione reductase



M76767_s_at



0.81



Fatty acid synthase



AB004096_at



0.81



Lanosterol 14-demethylase



point would likely have included immediate-early response genes. Finally, while for some compounds it is possible that longer or shorter treatments may have been more optimal, we believe that if gene expression cluster analysis is to be used to predict mechanisms of toxicity for thousands of compounds, it must be robust enough to cluster based on a single time point. The dose levels for the compounds were selected from the literature or from our own personal experience (see Materials and Methods section). For all of the compounds, the goal was to dose at a level where significant hepatotoxicity would be expected at 7 days of treatment. This meant that, because the rats were necropsied on day 4, none of the expected histological changes were seen with some of the compounds (e.g., arsenic). Despite the absence of histopathologic changes after treatment with arsenic, gene changes were observed that might be indicative of changes in cellular function. The decision to pool the mRNA from the rat livers was made in order to obtain a representative analysis of gene expression changes across more than one animal. For many of the compounds, the three rats in a treatment series gave very similar histopathologic and clinical chemistry results. © 2003 by CRC Press LLC



We performed microarray analysis on individual animals for three of the treatment groups: Aroclor, diethylnitrosamine, and carbon tetrachloride. For these treatment groups, relatively little variability between the different animals was observed; comparison plots of the gene expression profiles showed a high degree of similarity, and the individual animal expression profiles all clustered with the pooled profile. It is possible that for other treatment groups there would not have been as high a degree of similarity between animals as there was with Aroclor, diethylnitrosamine, and carbon tetrachloride. However, our results show that for these compounds the decision to pool the RNA samples did give a representative analysis of gene expression changes and suggest that pooling RNA samples from the same treatment group may be a viable method for detecting key gene changes caused by a compound. We used three different clustering methods in order to determine which compounds gave similar expression profiles. These methods differ in their mathematical approach to form the clusters. Our results show that the major clusters are the same using the different methods, but some of the minor clusters vary. This suggests that it may be helpful to do more than one clustering method in order to determine which clusters are significant. The results from our study suggest that many of the clusters formed from the gene expression results do correlate with what is known about the mechanisms of toxicity caused by the compounds. In addition, many of the clusters correspond well with observed clinical chemistry or histopathology results. The liver gene expression profiles for 3-methylcholanthrene and Aroclor 1254 formed one cluster using different methods of statistical cluster analysis. This result agrees with the clinical chemistry results, the histology results, and what is known about the compounds from the literature. Both of these agents are aromatic hydrocarbons that have similar mechanisms of toxicity.26,27 Previous studies have shown that the liver cell hypertrophy caused by both 3-methylcholanthrene and Aroclor 1254 is due to an increase in the hepatocellular content of smooth endoplasmic reticulum.28 Results from the microarray analysis showed that both compounds caused an upregulation of cytochrome P450 1A1 and 1B1, malic enzyme, and glutathione S-transferase (GST) (Figure 13.6C). All of these genes have been shown previously to be regulated by aromatic hydrocarbons and potentially play a role in the proliferation of the endoplasmic reticulum.29–33 The results from the microarray analysis showed a tight cluster formed between carbon tetrachloride and allyl alcohol. Both of these compounds caused necrosis in the liver, with elevated levels of serum alanine amino transferase and aspartate amino transferase. It was somewhat surprising that these compounds clustered tightly together, as our studies and others have shown that carbon tetrachloride generally results in necrosis in the midzonal and centrilobular region, while allyl alcohol causes necrosis in the periportal region of the liver,34–36 implying that the cell injury was produced by different mechanisms. However, it has also been shown previously that both compounds cause cellular injury by free-radical formation, which could result from the alteration of a number of genes, but especially genes involved in oxidation.37 An examination of the genes that are regulated in a similar manner between carbon tetrachloride and allyl alcohol reveals that many are involved in oxidation, such as heme oxygenase, p38-activated mitogen kinase, cytochrome b558, and GST (Figures 13.6A and C). Previous studies showed that some of these genes are regulated by these compounds.38 Microarray analysis showed diethylnitrosamine clustering alone, while etoposide and monocrotaline clustered close together using k-means and unsupervised clustering. All of these compounds are known DNA damaging agents. Figure 13.6A shows a number of genes that are upregulated with diethylnitrosamine treatment. Many of these genes have been shown previously to be upregulated by diethylnitrosamine and are related to growth arrest and DNA damage, such as cyclin G1 and D1, p21/Waf, GADD45, and Bax.39 Some of these genes are also upregulated by monocrotaline and etoposide, both of which are DNA damaging agents that have been shown to cause an arrest in the G2 phase.40,41 There are some expressed sequence tag (EST) sequences clustering with these genes, which suggests they may also have a role in cell cycle arrest and DNA damage. © 2003 by CRC Press LLC



Figure 13.6B shows a number of genes that are downregulated with diethylnitrosamine treatment. One of these genes is sulfotransferase, which has been shown previously to be downregulated in rat livers following diethylnitrosamine treatment.42 Sulfotransferase was also downregulated by monocrotaline and diquat. The downregulation of sulfotransferase is thought to be a primary pathway in the activation of hepatic carcinogens.43,44 Several of the hepatotoxins downregulated epoxide hydrolase, including diethylnitrosamine, monocrotaline, diquat, amiodarone, methapyrilene, methotrexate, and dimethylformamide. Many of these agents have been shown to cause oxidative stress, which would result in regulation of epoxide hydrolase.13,45–49 Supervised learning analysis was used to correlate gene expression with changes in clinical chemistry parameters to identify genes that might serve as in vitro markers for detecting hepatotoxic responses. Also, identification of the genes that are regulated in association with necrosis may lead to a better understanding of the underlying pathogenic mechanism. Elevated serum levels of ALT and AST are associated with necrosis in the liver.50 Genes identified as consistently up- or downregulated in association with changes in serum ALT or AST, or both, were proliferating cell nuclear antigen (PCNA), Hsp70-3, calmodulin, ornithine decarboxylase, bax, JunD, and GST. Expression of many of these genes has been shown previously to be altered in livers with necrosis. PCNA is involved in cell-cycle regulation and has been shown to be upregulated in livers following cell necrosis.51,52 Bax is an apoptosis gene shown to be activated following exposure to certain hepatotoxins, including carbon tetrachloride.53 Calmodulin has also been linked to necrosis in the liver following treatment with carbon tetrachloride, and treatment of rats with the anticalmodulin drug fluphenazine significantly protects the liver against carbon-tetrachloride-induced necrosis.54 Genes such as Hsp70, JunD, GST, and ornithine decarboxylase are involved in oxidative metabolism, and changes in their expression might promote necrosis.55–57 Monitoring the regulation of these genes individually would likely not be an accurate predictor, but as a group the genes may serve as markers for hepatocellular necrosis. The identification of genes for which regulation correlates with changes in clinical chemistry parameters could be a useful measure for other liver disorders as well. Alkaline phosphatase levels can be elevated due to a number of reasons, one of which is damage to the intrahepatic bile duct. This is often accompanied by elevations in cholesterol levels.58 Interestingly, out of the 12 genes that were correlated with changes in ALP levels, 8 were also correlated with changes in cholesterol. Thus, monitoring the regulation of these 8 genes may prove to be useful markers for intrahepatic bile duct damage. With a small database, it is difficult to gauge the predictability of gene expression for determining mechanisms of toxicity. Certainly, we saw some compounds cluster together reproducibly that we expected to see, such as Aroclor 1254 with 3-methylcholanthrene. However, it might have been expected that methapyrilene would cluster with allyl alcohol, as both have been shown to result in periportal necrosis in rats.35,59 Instead, methapyrilene clustered with arsenic. Previous research has shown that treatment with arsenic can result in necrosis in the periportal region, but it also results in other forms of hepatotoxicity as well, such as steatosis.60 In addition, other clusters varied depending on the type of clustering algorithm used. For instance, diquat clustered with etoposide using divisive clustering and with methapyrilene using agglomerative clustering. Interestingly, however, all of these compounds have been shown to cause DNA damage, suggesting that they may regulate common pathways.40,61,62



13.5 SUMMARY The purpose of this study was to begin to answer the questions of whether different mechanisms of toxicity can be determined from gene expression using unsupervised clustering. Our results suggest that, when using a limited database, the compounds clustered together in fairly good agreement with the observed clinical chemistry and histopathology results. In some cases, compounds were clustered based on gene expression that could not have been clustered by either © 2003 by CRC Press LLC



histology or clinical chemistry as no meaningful changes in these categories were observed. The size of a useful database will ultimately depend on the amplitudes of the signature profiles, but most certainly a larger database will be required in order to have complete determinations of mechanisms based on signature profiles.
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14.1 INTRODUCTION Expression profiling studies using microarray technology have already added tremendous value to many fields of biomedical research in recent years. Mechanistic studies have provided insight into transcriptional networks regulated in conditions as disparate as different disease states, toxic exposures, pharmacological administrations, nutrient depravations, and hundreds of other studied scenarios. These experiments have yielded countless scientific leads for the formulation of new and testable hypotheses. Transcripts that are differentially expressed may represent: (1) candidate target genes/proteins for therapeutic intervention (transcriptional regulation of gene X leads to or contributes to an undesirable phenotype), (2) directly regulated genes (transcriptional regulation of gene Y is a direct result of the treatment/condition/disease state), or (3) indirect response genes (transcriptional regulation of gene Z is a secondary downstream event in response to a treatment, condition, or disease state). One of the tenets of predictive genomics is that, regardless of whether transcriptional changes are causative or responsive in nature (or fall into some other category), the patterns observed may also serve as diagnostics of the treatment, condition, or disease state in question. Of course, the utility of such expression profiles as diagnostics will ultimately depend upon the robustness and reproducibility of the patterns in question (discussed briefly in Chapter 5). In the field of predictive genomic studies, two main approaches are applied to the problem of class identification: (1) class
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discovery, and (2) class prediction. The focus of this chapter is on class prediction methods in clinical studies, but the next section briefly reviews the distinction between these two approaches.



14.2 CLASS DISCOVERY VS. CLASS PREDICTION 14.2.1 CLASS DISCOVERY In class discovery, unsupervised methods are applied to expression profiles in order to “discover” classes while imposing no preordained stratifications in the data. All profiles are treated equally and blindly, and the underlying structure within the expression data drives the similarity or dissimilarity between samples. In hierarchical clustering approaches, the similarity of profiles is described by positioning the profiles as leaves of a dendrogram, where the distance between the leaves in the tree reflects the difference between the expression profiles of the corresponding samples. Once these relationships are recognized, the novel classifications of samples that arise from these unsupervised methods can then be assessed further as to their significance. Clusters of similar expression profiles are investigated for correlation with other parameters measured in the samples. The underlying basis for the subgroupings may or may not be immediately recognized; however, by simultaneously monitoring the expression patterns of thousands of genes, researchers are able to find unanticipated stratifications in otherwise apparently homogeneous sample sets. Often these stratifications can have clinical relevance. Transcriptional profiling for the purpose of class discovery has identified novel subclasses of previously indistinguishable tumors1 in the field of cancer research, and these findings are of immense value. Because patients with various tumor subtypes might demonstrate widely disparate responses to subsequent therapy, the identification of tumor-subclass-specific molecular profiles will likely have an impact on human health in a relatively short time. It is easy to imagine a day in the not-too-distant future in which a transcriptional profile measured in a biopsy will dictate whether a patient receives the standard of care or some alternative form of therapy, depending on the expression pattern observed in the affected tissue. The same principles of class discovery have recently been applied to questions in the field of toxicology.2 In Chapter 13 we saw how an unsupervised hierarchical clustering approach was used by Waring et al. to “discover” classes of toxicants with similar gene expression profiles. The relevance and the general applicability of these guilt-by-association approaches are not entirely clear; thus, it is important to test whether toxicants sharing similar gene expression profiles also share the same mechanism of toxicity. Waring et al. were able to assess the performance of these unsupervised methods because the toxicants clustered in their study were not unknowns but were rather toxicants of known toxicity and mechanisms of toxic action. These types of controlled studies with paradigm compounds are quintessential at the outset of applying unsupervised methods to the question of class discovery to demonstrate proof of principle. The results indicated that, in several cases using several different clustering approaches, compounds with similar known molecular mechanisms of action (for instance, Aroclor and 3-methylcholanthrene [3MC] or ally alcohol and carbon tetrachloride) yielded similar expression profiles in rat liver following administration in vivo. The inference from these studies provides preliminary evidence for the basic tenet upon which the field of predictive toxicogenomics is based: toxic compounds with similar mechanisms of toxicity will evoke similar patterns of gene expression in the appropriate tissue.



14.2.2 CLASS PREDICTION While class discovery is concerned with applying unsupervised methods to “discover” stratifications in samples based upon their gene expression profiles, class prediction approaches essentially work in reverse. Class prediction approaches initially employ supervised methods that study the alreadyknown classes in a set of known samples (the training set) and then determine the genes most © 2003 by CRC Press LLC



highly correlated with each class. In subsequent studies, the expression patterns of these “predictor” genes are assessed in unknown samples (the test set) and a decision is made as to the identity of the unknown sample on the basis of gene expression. For instance, a researcher employing class prediction methods might divide a group of expression profiles into known classes (for toxicogenomic studies, these classes could constitute profiles measured in rat liver in response to DNA damaging agents, free radical stressors, peroxisomal proliferators, etc.) and then use an algorithm to identify the genes for which the expression in rat liver is most highly correlated with each class. This type of approach was one of the first examples of supervised analysis applied in the field of toxicogenomics.3 The set of samples initially used to identify the class-specific correlated genes is referred to as the training set, because each class-specific gene set is identified using an initial set of samples to train the predictive model. Many methods are available for determining the most highly correlated marker genes for a given class. In the early study mentioned above, a correlation optimization algorithm was applied to expression data for HepG2 cells treated with toxic doses of DNA damaging agents, antiinflammatory compounds, and nongenotoxic controls (Figure 14.1). Using this algorithm, multiple binary comparisons between these three classes of treatments were performed and the genes that maximized the similarity among members of a single class (calculated using a floating Pearson’s correlation coefficient) and minimized the similarity among members of different classes were identified. More recently our laboratory has identified class-correlated marker genes by calculating a class separation statistic. We have used the software program Genecluster (http://www. genome.wi.mit.edu/cancer/software/genecluster2.html) and employed the signal-to-noise statistic,4,5 which is defined as: (µclass0 – µclass1/σclass0 + σclass1). In this calculation, µ represents the mean, and σ represents the standard deviation of the expression of the gene in each class. The genes with the highest relative class separation, as determined by this metric, also represent the genes with the highest predictive potential. The performance of this metric compared favorably with other metrics of similarity (Pearson’s correlation coefficient) or distance (Euclidean, Manhattan, Battacharyya) that have been used as traditional measures of class separation. The likely utility of this classifier gene set for prediction can next be established using any number of methods to estimate the statistical significance of the gene set. One common method used by researchers is to randomly permute the training set of sample labels (leading to nonsensical classifications) and then to recalculate the genes most highly correlated with these meaningless classifications. The rank-ordered correlations of genes rising from the permuted data can then be compared with the most highly correlated genes resulting from the original true class distinction. If the measures of correlation for genes from the original (true) classes are more significant than the measures of correlation for genes from randomly permuted classes, then it is likely that the original “true” classification gene set was indeed significant. The particular method we employ is a neighborhood analysis, which is described in detail in other publications.1,4,5 Once the statistical significance of the top correlated genes has been established (by permutation and neighborhood analysis or other techniques), the actual utility of these gene sets for the purposes of prediction can finally be evaluated. The robustness of any predictive model can be tested by cross-validation of the training set, as described in detail in Chapter 12. We employ several types of cross-validation to estimate the likely classification error rate; typically, we most often train a predictive model using approximately 70% of the analyzed samples (the training set) and then test the accuracy of prediction on the remaining 30% of the samples (the test set). It is important to remember that any number of genes can be used in a predictor, and each of these predictor gene sets is a different predictive model with different accuracy, sensitivity, and © 2003 by CRC Press LLC



overall performance. We often attempt to define the smallest set of genes with utility in prediction, although, depending on the approach used, very large sets of genes can also perform well.6 To determine the performance of a predictor gene set, we must first select a method for class assignment; that is, we must first determine how we will use the information (the expression of predictor genes) in the unknown samples to assign an unknown sample to one class or the other. Once the method for class assignment is selected (see below), the identities of the unknown samples
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in a test set can be predicted using the expression patterns of the predictor genes in each unknown sample. The method of class assignment that we currently use is the weighted voting method.4 In this method, the expression value (for each predictor gene) lying exactly halfway between the mean expression values (of that predictor gene) for the two classes in question defines a decision boundary. Recall that the means of class 0 and class 1 were calculated in the training set, and the identities of unknown samples in the test set are predicted on this basis. This is essentially how the voting method works: Each gene in the predictor set “votes” for class 0 or class 1, depending upon which side of the decision boundary the expression value of that gene in the unknown sample falls. This is too simplistic of a description because the voting method is actually designed to allocate more weight to those genes most strongly correlated with the class distinction vector observed in the original training set. In addition, the resulting numbers of weighted votes for each class are used to define a new variable called the prediction strength, which measures the margin of victory for the predicted class. This variable indicates the degree of confidence associated with the prediction. If the identities of the samples in the test set are actually known, as they are in initial proofof-principle studies, then this exercise can provide an estimate of the accuracy and sensitivity of the utility of any given predictor gene set in assigning class membership to unknown expression profiles. For instance, the researcher can define a cut-off value for the prediction strength below which calls will not be made. The total number of correct calls divided by the total number of calls made simply refers to the accuracy of the predictor (i.e., 88 correct calls/100 calls made = 88% accuracy). The total number of calls made divided by the total number of samples in the test set describes the sensitivity of the prediction (e.g., 100 calls made/120 profiles ~ 83%). FIGURE 14.1 (CONTINUED) An early supervised approach to toxicogenomic analysis. (A) HepG2 cells were treated with various cytotoxic compounds and relative changes in gene expression were ascertained using microarray analyses. Comparisons of the gene expression patterns between each pair of two treatments were made by Pearson’s correlation coefficient and depicted graphically by ordering in a supervised fashion the toxicant expression profiles on the x and y axes by the assigned mechanisms of action. The color in each cell of the plot reflects the similarity between the two experiments, resulting in a similarity matrix that is symmetric about the main diagonal (identical experiment compared to itself). The letters designate the following toxicant classes: A, antiinflammatory; D, DNA-damagers; G, gene synthesis inhibitors; L, low dose DNA damaging agents (nontoxic); M, metabolic poisons; N, nongenotoxic controls; O, other; P, peroxisomal proliferators; S, steroids. The initial supervised analysis was performed across the entire database of 100 toxic compounds using all genes on the microarray (~250). (B) The optimization algorithm depicted is a “brute force” type of supervised-learning algorithm that relies on the processing power of the computer to perform calculations on all pairs of experiments in all pairs of two groups. The groups of treatments from which data were used for algorithm optimization were DNA damaging agents, antiinflammatories, and nongenotoxic controls. By focusing on one gene at a time and determining the effect of each gene on the average correlation coefficient, the algorithm selected genes that maximized the average intra-group correlation coefficient and minimized the average inter-group correlation coefficient for all pairs of groups in our analysis. Application of the algorithm resulted in six group/group comparisons and their associated optimized gene sets: Gene SetDNA damagers, DNA damagers, SDD; Gene SetDNA damagers, Antiinflammatories, SDA; Gene SetDNA damagers, Notoxic controls, SDN; Gene SetAntiinflammatories, Antiinflammatories, SAA; Gene SetAntiinflammatories, Notoxic controls, SAN; Gene SetNotoxic controls, Notoxic controls, SNN. The genes in the resulting six gene sets were reduced further by taking the intersection of the union of the intersection of the initial genes sets as displayed graphically in the Venn diagrams. (C) Supervised analysis of all compounds in the database using genes identified by the algorithm-based optimization gene set for distinguishing cisplatin and diflunisal/flufenamic acid. The distinction between toxic doses of DNA damaging agents and NSAIDs is much clearer, providing evidence that genes identified in this supervised analysis may serve as predictors of toxicity in subsequent comparisons of other members of these toxicant classes. (Adapted from Burczynski, M.E. et al., Toxicol. Sci., 58, 399–415, 2000. With permission.) (See color insert following page 112.)
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14.2.3 MULTICLASS PREDICTION



IN



TOXICOGENOMICS: A THEORETICAL EXAMPLE



The examples above have referred to the simpler problem of binary class prediction: whether an unknown belongs to class 0 or class 1. However, recent applications have described more complex multiclass techniques that allow the assignment of unknowns to any one of several classes. In some of these prediction approaches, the problem of multiclass prediction is simply broken down into a series of binary decisions, as in the one-vs.-all approach.6,7 While more detailed description of these methods is beyond the intended scope of this chapter, a theoretical approach to the multiclass class prediction of toxic modes of action for unknown new chemical entities (NCEs) is presented in Figure 14.2.



14.3 TOXICOGENOMIC ANALYSIS IN CLINICAL PHARMACOGENOMIC STUDIES 14.3.1 TECHNICAL ISSUES



AND THE



PROBLEM



OF



CONFOUNDING VARIABLES



As we will see in the next section, the first objective of clinical pharmacogenomic studies is often the identification of markers of disease.8 As one would expect, this is accomplished by simply comparing expression profiles of normal and diseased tissues and finding statistically significant markers in the comparisons using any number of supervised approaches. The comparisons, however, are not straightforward and caveats associated with these comparisons are abundant. The same issues that affect the quality of expression profiling studies conducted on a smaller scale in in vitro systems or animal models are amplified in large clinical studies focusing on human subjects. Many sources of both technical and biological variability confound pharmacogenomic analysis in clinical trials. As just one simple example, the length of time associated with any given clinical trial is dependent upon patient accrual; most phase II clinical trials typically require from six months to more than a year to accrue sufficient numbers of patients for pharmacogenomic analysis. In a perfect world, frozen tissue samples could accumulate at a central laboratory storage facility and, at the completion of the study, all RNA samples could be prepared, processed, assessed, and analyzed on gene chips at once, thereby minimizing the contributions of technical procedures to variance in the dataset. In the imperfect real world, however, because our laboratory is continually collecting and analyzing expression data from numerous clinical trials, tissue samples are processed to RNA and hybridized to gene chips in a continuous workflow. It is therefore absolutely critical that our laboratory implements the types of quality controls that were discussed by our colleagues in Chapter 3. In addition to employing spiked-in standard curves for every sample, we assess RNA quality, chip quality, and chip sensitivity for every sample (along with a list of many other parameters beyond the scope of this chapter). Samples not meeting quality control (QC) are flagged on the basis of failing to possess technical measures within an established range of acceptable values based on historical in-house data (for example, a beta-actin 5′ probe to 3′ probe ratio intensity of 0.4 or greater). Indeed, our first-pass analyses of expression data are not geared toward answering biological questions, but rather on confirming that technical issues do not complicate or invalidate our analyses. We utilize the standard curves in each sample to normalize all expression profiles to a pooled standard curve by the scaled frequency method, as described in Chapter 3. Global differences in normalized expression profiles of all samples are then assessed by scatterplot analysis. Because normalized datasets from clinical trials can often contain hundreds of profiles, we routinely use visual representations of Pearson’s correlation coefficients between the samples to assess the overall variability in the data. If gross outliers are evident, we attempt to determine whether the outlier profiles in question are correlated with any technical quality in the sample processing: date of hybridization, chip lot number, etc. These approaches allow us to remove technical outliers prior © 2003 by CRC Press LLC
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FIGURE 14.2 A multiclass approach to toxicogenomic prediction. (A) Supervised approach. As described in the text, a training set is constructed from known toxicant expression profiles. In this example, expression profiles for four classes of toxicants (classes A to D) and a single unknown NCE (class E) have been generated. (B) Predictor gene selection. In one version of a supervised approach, 70% of the known samples can be used to identify the genes most highly correlated with (and most likely to be predictive of) each class of toxicant. The significance of the predictor gene sets resulting from this analysis can be estimated using random permutation approaches and neighborhood analysis (not shown). (C) Results for a voting method. In this theoretical example, the predictive model based upon the training set above performed remarkably well when assigning membership to the remaining samples in the test set (validation). The NCE in class E was assigned membership in toxicant class B, providing a lead as to a possible mechanism of toxicity. (See color insert.)
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to analyzing data to find biologically relevant markers, thus increasing our confidence in the analyses. Many other sources of artifactual technical variability must be controlled in clinical studies, including site-to-site variability in sample procurement, site-to-site variability in sample processing (if applicable), lot-to-lot variability in sample reagents, lot-to-lot variability in gene chips, and a myriad of other imaginable sources. Even if we suspect that all possible sources of technical variability have been controlled, we have nonetheless instituted further measures to ensure that genes that are ultimately identified as biologically significant in our analyses are unlikely to have originated from technical sources. One of these measures is the ongoing analysis of technical variability. To understand the technical variability associated with our in-house processes, we have instituted the use of a pool of standard reference RNA that is analyzed along with clinical samples on a routine basis. These technical replicates therefore identify a typical coefficient of variation associated with each probe set on the relevant Affymetrix gene chip design (HgU95A, U133, etc.). Individual coefficients of technical variation are noted for each gene in the biologically relevant gene sets (markers of disease, predictors of outcome, etc.) identified in subsequent analyses. If a gene of interest possesses a large coefficient of technical variation, its significance is assessed accordingly. Similarly, coefficients of biological variation in a given type of tissue are calculated across a pool of biological replicates (tissue samples from many normal individuals). An understanding of the expected variability of expression in tissue across the normal human population for a givensized sample set is crucial in order to assess whether genes that appear differentially expressed between normal and diseased tissues simply fall within the range of normal biological variability or appear to be truly significant. Finally, clinical pharmacogenomic studies are somewhat unique in that they can be impacted by many other factors besides the obvious issues of technical processing and normal biological variability. While this section has only scratched the surface of the possible sources of artificial variance in clinical gene expression data, it is important to note one other important and controllable source of variability that can invalidate clinical comparisons: confounding variables due to patient demographics. Any patient demographic can confound a normal vs. disease comparison (or any other pharmacogenomic analysis in question for that matter): from ethnicity to previous medication history and any other measurable demographic in between. To give a simple example, if the intent of an original normal vs. disease analysis is confounded by an age stratification in the normal vs. disease patient population, age is a confounding variable and it is unclear whether the observed differences in gene expression are age or disease related. It is therefore critical to address these types of issues up front, prior to analyzing clinical data to find markers of interest.



14.3.2 OBJECTIVES IN CLINICAL PHARMACOGENOMIC STUDIES APPLICABILITY TO TOXICITY PREDICTION



AND



THEIR



The majority, if not all, of the transcriptional profiling approaches summarized in this volume thus far have described results from cell culture model systems or animal models used for the purpose of toxicogenomic analysis. With respect to the pharmaceutical industry, these types of analyses are important during the preclinical phase of drug development. As numerous authors have iterated herein, the most important initial goal and potential benefit of toxicogenomics will be to accelerate the evaluation of toxicity for NCEs. As this textbook duly testifies, the efforts of many determined scientists are currently aimed at discovering whether this goal will be realized in the near future. Clinical pharmacogenomic (and toxicogenomic) studies, on the other hand, have lagged slightly behind, although they are now beginning to receive greater attention in the pharmaceutical industry. Clinical pharmacogenomic studies are run in parallel with human clinical trials of investigational drugs and are designed to mine expression profiles in tissues from human patients in order to © 2003 by CRC Press LLC
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FIGURE 14.3 Objectives of clinical pharmacogenomic analyses. This schematic depicts the objectives of clinical pharmacogenomic studies. The first objective, identification of markers of disease, is achieved by comparing baseline expression profiles from normal individuals and patients enrolled in the clinical trial. The second objective, identification of markers of drug efficacy, is achieved by comparing expression profiles over time in drug- and placebo-administered patients and correlating them with measures of clinical response. The third objective, identification of markers predictive of outcome, is obtained by comparing baseline and/or longitudinal expression profiles of patients that responded to therapy with those who failed to respond to therapy. As noted in the text, in the event of toxicity during the clinical trial, similar supervised methods can be applied to identify biomarkers of drug toxicity or markers predictive of adverse events. (See color insert.)



identify several types of diagnostics. Depending on the outcome in the clinical trial, these studies have the potential to reveal both markers of beneficial drug activity as well as adverse toxicity. Our laboratory performs clinical pharmacogenomic studies designed to identify three main types of markers: (1) markers of disease, (2) markers of drug efficacy, and (3) markers predictive of outcome (Figure 14.3). While the main focus of our laboratory is the identification of markers correlated with desired clinical pharmacogenomic results, it is obvious that the latter two objectives listed here may ultimately define cognate toxicogenomic markers in the event that toxicity is observed during the study. Thus, in the event of toxicity, markers in groups 2 and 3 become markers of drug toxicity and markers predictive of adverse outcomes, respectively. The successful identification of each of the potential diagnostics is predicated on several implicit assumptions. Three major ones are that (1) “appropriate” tissues will exhibit sufficiently robust and reproducible alterations in transcription between normal and diseased states, (2) pharmacologic intervention will evoke a transcriptional response in an appropriate tissue, and (3) the transcriptional profiles in the appropriate tissue at baseline (prior to drug therapy) will be related to whether the patient will or can respond to pharmacologic intervention (either beneficially or adversely). © 2003 by CRC Press LLC



After expression data have been normalized and subjected to tests for quality control, data for patients with confounding variables have been removed, and technical and biological variation for the various genes have been established, we can finally search for pharmacogenomic effects in detail. To identify markers of disease we typically compare tissues from normal individuals with tissues from patients taken at baseline prior to drug therapy. Statistical tests and fold-change analyses are used to identify a disease gene set. However, because these rely on arbitrarily imposed cut-offs in p-values and fold changes, we also employ class prediction methods such as the ones described in the previous sections to identify genes that best discriminate between (or among) the classes in question. Markers of drug efficacy can only be identified once indices of clinical efficacy have been measured. In the case of blinded trials containing placebo arms, definitive analyses of drug-specific effects are delayed until study unblinding. Once the cohorts of patients receiving drug can be classified relative to placebo, class prediction methods can again be applied to identify drug efficacy genes at the time points following drug administration. Multivariate approaches (multiway analysis of variance [ANOVA], etc.) are most often applied to temporal or longitudinal data in which more than two points are compared such that variability over time represents one source of variance and the desired stratification represents another. Any other number of other variables can also be applied in these types of approaches (e.g., dose). Although we normally correlate gene changes with efficacy markers, the same types of approaches could be applied to correlate gene changes with adverse effect markers. Biomarkers measured at early time points that are significantly correlated with either eventual response or eventual toxicity would be of obvious importance in monitoring the progress of patients prior to the end of therapy. The search for markers predictive of outcome supposes that, in the appropriate tissue, the transcriptional baseline may indicate whether a patient will be capable of responding to the drug. It is easy to imagine a scenario in which, if a certain enzyme is required for the activation of a pro-drug to its efficacious metabolite, then a patient profile in which that enzyme’s transcript is missing or extremely low may be highly correlated with poor outcome. Markers predictive of outcome can only be identified once follow-up data for the patients in the trial have been monitored for a sufficient length of time: disease-free survival, time to progression, time to remission, etc. Again, in the event of toxicity during a trial, the baseline expression profiles of patients undergoing adverse events can be compared in supervised analyses to baseline profiles of non-adversely affected patients to determine whether a baseline profile correlated with adverse outcome can be found.



14.4 SUMMARY This brief chapter has attempted to lay a basic foundation for the principles of class prediction in clinical pharmacogenomic studies and how questions regarding toxicity can be answered during the course of these studies. It has highlighted many of the issues facing scientists attempting to perform clinical pharmacogenomic analyses, and it has introduced a general approach to clinical pharmacogenomic studies conducted in concert with clinical trials. Finally, it is readily apparent that toxicogenomic data can be derived in clinical studies if adverse events or toxicities are observed. Identification of gene expression profiles that are predictive of toxicity in human patients may someday lead to the development of useful diagnostic assays that identify toxic reactions to therapies before they become irreversible. If the results of initial studies are confirmed in subsequent larger scale trials, such biomonitoring may one day have a dramatic impact on human health.
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15.1 INTRODUCTION Toxicology has classically been viewed as the science of poisons. In the modern world, however, it has evolved into a composite of related, but distinct, disciplines that together seek to understand how chemicals of all kinds — both man-made and natural — affect human health and the environment. Indeed, Dr. David Eaton, recent president of the Society of Toxicology, boldly declared during his tenure that toxicology had “come of age” and that genomics would provide the tools to influence its future. Genomics will not be the only tools used, however. Although toxicogenomics can be defined simply as a combination of toxicology and genomics, its future probably lies in a much more encompassing definition, perhaps communicated most clearly by Selkirk and Tenant:1 Toxicogenomics: A new scientific field that elucidates how the entire genome is involved in biological responses of organisms exposed to environmental toxicants/stressors. It combines information from studies of genomic-scale mRNA profiling, cell-wide or tissue-wide protein profiling (proteomics), genetic susceptibility, and computational models to understand the roles of gene–environment interactions in disease.
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There can be no doubt that toxicogenomics is still a very young field. The first published use of the term was in 1999,2 and even now a keyword search for “toxicogenomics” in PubMed (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi) reveals a mere 38 publications (as of July 2002), only 4 of which are data papers. This is typical of an emerging field, and one should not misinterpret this paucity of published material as a sign of disinterest or lack of investment. The fact is, toxicogenomics has stimulated tremendous excitement and interest the world over, particularly among the drug and chemical manufacturers, who publish much less frequently than academics and yet have the resources and infrastructure to quickly pursue and build upon new ideas less constrained by financial and logistical restrictions. Thus, the main body of the toxicogenomic literature, primarily consisting of review papers written by leaders and innovators in the field, conveys the sentiment shared at multiple scientific meetings and in hundreds of laboratories the world over for the last 3 years: namely, toxicogenomics has a big and bright future. But, what exactly does that future hold? That is the proverbial $10 million question. Or, perhaps more aptly, the $10 billion question. That sum may be a more realistic estimate of the kind of savings drug and chemical manufacturing companies may realize if toxicogenomics can deliver what it promises: a means to better understand the molecular mechanisms underlying biological responses to toxicant exposure, thus ultimately providing a more informed and therefore more accurate mechanism of conducting toxicity and risk assessments. Risk assessment, the process that scientists and officials use to estimate the increased risk of health problems in people (and animals) exposed to different amounts of toxic substances, is a most complex area. It includes hazard identification (what problems are caused by the toxicant?), exposure assessment (how many people are exposed and how much of the toxicant do they receive?), dose response (the health problems at different doses of the toxicant), and risk characterization (the extra risk of health problems in the exposed population). Given its complexity, risk assessment is an imprecise science at best. Indeed, some might view it as more of an art form, often based on limited data, subjective interpretations of data, and guesstimates in extrapolating effects from test species to humans. Consequently, risk assessment is a fairly controversial area that could benefit substantially from toxicogenomic data. The key questions that should be addressed for improved risk assessment include: Which animal models are the best predictors for humans? What are the overlaps in human and animal ranges of sensitivity? How much variability exists in a human population? It is hoped that toxicogenomics will provide answers to these questions by identifying appropriate models for extrapolating to human conditions; for facilitating an improved understanding of individual differences in biomarkers of exposure, effect, and susceptibility; and for understanding the effect of gene-environment interactions.



15.2 TECHNOLOGY Many people automatically equate genomic technologies with microarrays and transcriptomics, but this view is far from complete. Microarrays are just one (albeit large) tree in a forest of different technologies. Remarkable progress has been made in recent years in the development of other genomic technologies for studying the structural, functional, and temporal characteristics of nucleic acids, particularly technologies for identifying aberrations of DNA in regions of chromosomes likely to harbor genes important in tumorogenesis or progression. Many toxicants have genotoxic properties that can lead to tumorogenesis, and “toxicogenomicists” of the future should find such techniques useful adjuncts to transcriptomics that provide data to enhance and support risk assessment decisions. A more complete list of the new technologies available includes: 1. Restriction landmark genome scanning (RLGS).3 RLGS is a highly resolving gel-based genome scanning technique in which several thousand fragments of genomic digests are visualized simultaneously and quantitatively analyzed. It allows identification of not only genome copy number differences but also mutations and polymorphisms. It has been © 2003 by CRC Press LLC
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used to identify novel imprinted genes, novel targets of DNA amplification and methylation in human cancer, and deletion, methylation, and gene amplification in mouse models of tumorogenesis.4 RLGS is uniquely suited for simultaneously assessing the methylation status of thousands of CpG islands. A CpG island is a CpG-rich region associated with the 5′-end of many human genes. Although most CpGs in the human genome are methylated, those within CpG islands are usually methylation-free in somatic cells, regardless of the expression of their associated genes; however, methylation of CpG islands results in silencing of the associated gene. Imprinted genes and many genes on inactivated X chromosomes are inactivated in this way. DNA methylation in many cases appears to be lost in older vs. younger subjects, thus providing a mechanism for the development of susceptible subpopulations. RLGS is also a useful method for integrating methylation analyses with high-resolution gene copy number analyses such as comparative genomic hybridization (CGH). Comparative genomic hybridization (CGH).5 CGH utilizes the hybridization of differentially labeled target and reference DNA to generate a map of DNA copy number changes in target cell genomes. CGH is an ideal tool for analyzing chromosomal imbalances in tumor material and for examining possible correlations between these findings and tumor phenotypes. Conveniently, CGH is not limited to metaphase chromosomebased analysis, being easily adapted to arrays of well-mapped cloned regions.6 Spectral karyotyping (SKY).7 SKY is based on the simultaneous hybridization of differentially labeled chromosome painting probes (24 in human), followed by spectral imaging that allows the unique display of all human (and other species) chromosomes in different colors. SKY greatly facilitates the characterization of numerical and structural chromosomal aberrations, thus improving karyotype analysis considerably. Representational difference analysis (RDA).8 Array CGH and analysis of loss of heterozygosity (LOH) are limited in that they detect only aberrations in the test loci. Subtraction strategies such as RDA overcome these limitations by detecting and cloning segments of DNA that differ in copy number between two genomes. In this approach, the two genomes to be compared are enzymatically digested and ligated to linker oligonucleotides. These representations of each genome are amplified (using primers complementary to the linker oligonucleotides), and the differences between the two genomes are detected by hybridizing one to an excess of the other. Quantitative real-time polymerase chain reaction (QRT-PCR).9 Real-time PCR methods (e.g., TaqMan, Molecular Beacons) for quantitating the amount of mRNA present in a sample are often used in conjunction with microarray studies as a means to confirm observed gene changes in a limited number of genes. Real-time PCR automates the laborious process of end-point relative quantitative reverse transcription PCR by quantitating reaction products for each sample in every cycle. In this way, a dynamic range in excess of 100-fold is achievable, and, after setup, the process requires no further user intervention or replicates. Data analysis, including standard curve generation and copy number calculation, is performed automatically. As more labs and core facilities acquire the instrumentation required for real-time analysis, this approach will probably become the dominant RT-PCR-based quantitation technique. Gene expression profiling (GEP). Most expanded definitions of toxicogenomics contain a reference to gene expression profiling, and indeed this is currently the dominant technique used in toxicogenomic studies. The most extensively used approach in most laboratories is microarray analysis; however, a number of other approaches exist that may be more suitable depending on the model being used or the objective of the research being conducted.10 For example, one of the greatest limitations of microarrays is that they are closed systems (i.e., they report only on the expression of the genes that they contain). This might be acceptable for species such as human and mouse where tens of
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thousands of genes are available for printing on arrays, but, for more exotic species (e.g., amphibians and fishes), where limited sequence data are available, so-called open GEP systems are more useful. These systems, which include differential display (DD), serial analysis of gene expression (SAGE), and suppression subtractive hybridization (SSH), can be used to isolate differentially expressed transcripts between a test and control sample without having any kind of foreknowledge of the genes that might be involved in the model system or their sequences. 7. Transgenic technology. Rapid advances in molecular genetics over the past few years have resulted in the ability to manipulate the mammalian genome, allowing scientists to create transgenic animals. Many of these transgenic models are quickly becoming standard research tools facilitating the study of normal gene function and the role of specific genes in human disease. Transgene constructs include regulatory elements that can enhance and direct tissue expression of the transgene. Other technologies capitalize on homologous recombination events to inactivate selected genes, resulting in animals that no longer express their normal gene product. Transgenic models are finding their way into numerous research disciplines, and specific models are being developed for defined applications. In the field of toxicology, for example, various transgenic and knockout models such as the TG.AC mouse and the heterozygote TSG-p53 mouse are being evaluated as alternatives to the standard two year carcinogenicity bioassay. 8. Single nucleotide polymorphism (SNP) analysis. SNPs are the most widespread and stable form of genetic variation, occurring about once every 200 to 300 bases. It is estimated that each human has around three million SNPs, with as many as 200 to 300,000 of them located in the protein coding sequences of the human population. Latest estimates are that as many as 10% of these SNPs, so-called cSNPs, have functional implications. In this way, SNPs are thought to explain a large proportion of differences in individual responses to toxicants and drugs, and a large school of thought supports the contention that characterizing these SNPs is the key to deciphering the genetic basis of complex disease. Polymorphism analysis, and particularly SNP analysis, is rapidly developing into one of the most important components of toxicogenomic studies and as such will be discussed in more detail. With the rapid advances in the Human Genome Project, the role of genetic polymorphisms in drug metabolism will become an important adjunct for the explanation of drug toxicity and interactions. SNP analysis is one of the most important components of toxicogenomics and the technology will develop rapidly. Indeed, this has been recognized for some time, and in order to enhance our knowledge and understanding of the impact of SNPs on human physiological responses (particularly to pharmaceuticals and environmental toxicants), two or three major SNP consortiums have been established. The largest of these is The SNP Consortium (TSC, http://snp.cshl.org), which was established in 1999 through the financial contributions of multiple organizations to advance the field of medicine and aid in the development of genetic-based diagnostics and therapeutics. SNPs are easy to detect and store as digital code, and the initial objective of TSC was to characterize 300,000 SNPs, map 150,000, and maximize public accessibility. In fact, due to progress in sequencing technology, TSC ended up with 1.7 million SNPs, 1.52 million of which were mapped. Of these, 1.4 million are described as “unencumbered” (i.e., have no intellectual property strings attached). Various TSC member laboratories are now in the process of genotyping a subset of those SNPs as a part of the Allele Frequency Project (http://snp.cshl.org/allele_frequency_project/afp_summary_nov2001.shtml), the goal of which is to determine the frequency of 60,000 SNPs in three major world populations (Caucasian, Asian, African American). © 2003 by CRC Press LLC



Another important SNP database is that established through the NIEHS’s Environmental Genome Project (EGP, http://www.niehs.nih.gov/envgenom/home.htm). The EGP database is of particular interest for those in the toxicogenomics field, as the genes it has targeted have been specially selected as being environmentally responsive genes (ERGs), which have been identified as being likely to be important factors in genetic susceptibility to environmentally induced diseases. SNP sequence information for these genes is stored on the GeneSNPs website (http://www.genome.utah.edu/genesnps). Of course, the use of polymorphism data in risk assessment is the ultimate goal for many organizations, and some well-characterized examples of genetic polymorphisms modifying exposure-related responses are already known. For example, polymorphisms of CYP2D6 (debrisoquine hydroxylase), a cytochrome P450 enzyme, drastically affect its drug metabolizing ability. Another commonly quoted example is that of alcohol intolerance, which is influenced by polymorphisms in the aldehyde dehydrogenase gene. Unfortunately, determining quantitative measures of exposure is difficult in humans, so that combining this with genetic information (such as SNPs) to assess risk is quite problematic and difficult to achieve. Thus, we need to determine functional relationships between genotype and phenotype, remembering that simple polymorphisms may have different effects depending on the chemical and the target organs that are considered. Most current SNP genotyping methods, based predominantly on sequencing and PCR, are still too slow and expensive for routine use in large association studies with hundreds or more SNPs in a large number of DNA samples. However, SNP genotyping technology is rapidly progressing with the emergence of novel, faster, and less expensive methods, as well as improvements in the existing methods. Sequenom’s (http://www.sequenom.com) MassARRAY system, for example, based on matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF) mass spectrometry, is capable of accurate, cost-efficient analysis of up to 20,000 SNPs per day. Sequencing-based SNP analysis has also improved recently. Pyrosequencing technology (http://www.pyrosequencing.com) can analyze up to 10,000 SNPs per day, and up to 30,000 if triplex analysis is used. This rapid progress in technology development for SNP discovery, in combination with the discovery of millions of SNPs and the development of the human haplotype map, may enable whole genome association studies to be initiated in the near future. Despite the tremendous interest shown in applying toxicogenomic approaches to evaluating drug and chemical safety, there should be no mistaking that several of the new genomic technologies being used, particularly microarrays, are still far from being suitable for risk assessment. The general consensus within the scientific community is that genomic techniques must be improved so that they can return more sensitive, reproducible, and quantitative data before they can realistically be used in the risk-assessment process.11–13 A need also exists to standardize and validate the protocols that are developed, and maintain rigorous quality control. The good news is that we anticipate that such technical issues will be overcome in relatively short course. This will be due in no small part to cooperation among stakeholders and the leadership of organizations such as the International Life Sciences Institute (ILSI; http://www.ilsi.org), which has assembled a consortium of representatives from many of the world’s major pharmaceutical companies in order to work together to determine the technological limitations of microarray technology. Their ultimate aim is to determine whether this technology really can be applied to mechanism-based risk assessment.



15.3 REDUCTION OF ANIMAL USAGE Pharmaceutical companies and manufacturers of nonpharmaceutical agents such as pesticides use a large number of laboratory animals in testing newly developed compounds. Because there is a general push in the scientific community toward implementing the three Rs (reduce, refine, and replace animal usage) of conscientious animal research, excitement has been generated in regard to the potential of toxicogenomics to facilitate this goal. The expectation is that toxicogenomic © 2003 by CRC Press LLC



data will help improve the prioritization process for determining which chemicals will be included in the expensive, time-consuming, and animal-intensive in vivo tests. For some time now, toxicologists have been calling for modernization of some of the current standard bioassays used to identify chemical carcinogens and assess health risk. The answer to both the call for modernization and for reduced animal usage may lie to some extent in transgenic models designed specifically to assess the in vivo, tissue-specific mutagenic potential of test compounds. In this vein, the so-called Big Blue® Transgenic Rodent Mutation Assay (Stratagene; La Jolla, CA) was developed as a rapid, modern alternative to the 2-year animal bioassay proscribed by the National Toxicology Program (NTP). The NTP bioassay involves the dosing of a large number of animals with the endpoint of tumor formation. In contrast, the endpoint in the Big Blue assay is mutation of a test gene, and the assay takes only 3 to 4 months. The Muta™Mouse transgenic model (CRP, Inc.; Denver, PA) was developed at approximately the same time as the Big Blue system and has also enjoyed extensive use in genotoxicity studies. Other transgenic mouse systems have also been developed for toxicity tests, including strains such as TSG-p53®, TSGp53/Big Blue, TG.AC, and Xpc knockout mice. Other systems have also been developed that may contribute to the reduction in animal usage. Xenometrix, for example, developed a series of in vitro tests called Gene Profile Assays (GPAs). The aim of each assay is to detect a variety of transcriptional responses in human liver cells following exposure to the test compound. The assay utilizes chloramphenicol acetyl transferase (CAT) reporter constructs driven by wild-type promoters or response elements from genes known to play a pivotal role in the response of the liver to foreign substances (e.g., Hsp70, c-fos, GRP78). CAT expression from any of the reporters following treatment of the cells with a test compound indicates potential toxicity. In truth, however, the excitement about the ability of toxicogenomic techniques to reduce animal usage may be premature. We are still very much at the beginning of determining how gene expression changes impact biological processes in whole animals, and it may be a long time before this knowledge can be transferred to in vitro approaches to toxicity testing (thus reducing animal usage). Indeed, one widespread school of thought believes that animal usage in toxicogenomic studies actually may well go up for awhile as various time and dose-response experiments are carried out to elucidate biomarkers, gene expression networks, and modes and mechanisms of action of the many classes of toxicants. Nevertheless, in time the knowledge gained from studies in both standard and transgenic strains of animals should permit identification of the best models to use and the most informative time points to employ, thus reducing overall animal usage.



15.4 DATA ANALYSIS AND INTERPRETATION One of the least acknowledged but probably most important reasons that the post-genomic era has been able to develop in such dramatic and conspicuous fashion is the microprocessor and recent advances in computer technology, particularly in nanofabrication techniques and software design. Not only do computers drive the increasingly sophisticated machines that are being developed for genomic studies, but they also are the backbone behind toxicogenomic data capture, storage, analysis, and interpretation. Indeed, it is not too much of an overstatement to say that fields such as toxicogenomics could not exist until contemporary computer power became available to store, analyze, and help interpret and understand the vast quantities of data that they generate. The reader must be aware of the clear distinction between data analysis and data interpretation.



15.4.1 DATA ANALYSIS Data analysis, in essence, involves comparing datasets. These might include gene expression profiles of a dose response or time course or genomic sequence information across individuals or species. Data analysis is primarily a number-crunching process, requiring statistical skills and computing © 2003 by CRC Press LLC



power. More complex data analysis includes patterning and clustering techniques to identify biomarkers and potential gene networks. All this is easier said than done. The vast amount of data generated by even a single genomic experiment can be enormous, and making sense of it can be a tremendous task. Many methods of analyzing gene expression data have evolved rapidly over the last few years, including various types of cluster analysis, principle component analysis, selforganizing maps, and discriminant analysis. However, nobody can yet say that one approach is better than the others. Because each type of analysis offers a slightly different view of the data, it is more than likely that several approaches will emerge and persist as standards. The main drawback with such analytical approaches, particularly those that are unsupervised, is that they often have difficulty recognizing subtle differences between tissues with different pathologies. A supervised learning approach may be more helpful in such cases. In supervised learning, classification of genes is carried out with prior knowledge of the correct answer. This approach tries to learn the characteristics of known classes and is useful in predicting whether a new tissue belongs to a certain category. In addition, it can be used to validate previous classifications based on unsupervised learning and may find outliers that were previously unrecognized. Supervised learning algorithms, such as SVMs (support vector machines) and C4.5 (decision trees),14 are often able to discern between subtly different biological specimens which provides the ability to distinguish between different pathologies. It has been suggested that one of the best ways to learn about the human genome is through comparative genomics, and it seems that this field will become increasingly important in toxicogenomic analysis as more genomes are sequenced. Increasingly powerful software is thus being developed for comparative genomic analysis — the assembly, alignment, and comparison of gene sequences. It is often the case that gene or amino acid sequences are highly conserved across species, and the ability to compare sequence data for such unrelated organisms as human, rat, fruit fly, nematode, and shark will prove invaluable in the identification of important structural and functional regions of genes and their protein products. For example, the little skate (Raja erinacea) has been used in the study of the bile salt export pump (BSEP), which regulates transportation of bile salts across the canalicular membrane of hepatocytes. BSEP is an important target for induction of drug- and estrogen-induced cessation of bile excretion (cholestasis) in mammalian liver, and inadvertent agonism or antagonism of BSEP has stopped many drugs from getting to market. Mutations in the human BSEP result in a form of liver disease called progressive intrahepatic cholestasis, or PFIC type II. Comparative gene sequence alignments and functional studies have shown that mutations of BSEP in patients with PFIC type II disease are in conserved regions in human and small skate,15 demonstrating that comparative genomics can be used to identify functionally important regions of genes and provide insights into mechanisms of human disease.



15.4.2 DATA INTERPRETATION Analysis of data from most toxicogenomic experiments gives plenty of information, but, as author Caleb Carr’s insightful comment reveals: “It is the greatest truth of our age: information is not knowledge.” This will undoubtedly draw nods of knowing approval from those familiar with any of the “-omic” fields. Recognizing patterns of gene expression and clustering genes to begin elucidating molecular networks is one thing. Using these to determine the mechanism or mode of action of a toxicant is quite another. Thus, conducting experiments and analyzing data to determine gene changes or gene sequences are the easy steps. Of more concern is how to interpret these vast quantities of complex genomic data. The technology for interpreting genomic data, particularly from transcriptomics, lags behind that for analysis. Without a clear understanding of, for example, gene–gene and gene–environment interactions, differences between species and individual responses, and qualitative and quantitative linkages between toxicity and disease, a real potential exists for disagreement or misinterpretation of data where risk assessment is concerned. For example, what does it mean if a gene changes twofold following exposure to a test substance? Very © 2003 by CRC Press LLC



likely not much if the gene is already expressed constitutively at a high level. For other genes, however, this type of fluctuation could be quite significant. The point is, gene changes must be considered, wherever possible, in light of the normal range of their expression levels. This kind of interpretation currently relies on human input and knowledge but may one day be able to be programmed into “interpretational software.” It may be that convenient genomic biomarkers of toxicity can be discovered in certain species for certain tissues and certain chemicals or families of chemicals; however, the more we discover about cell function, the more complex we realize it is. The truth is, even in the case of commonly used laboratory animals such as rats and mice, we do not know enough about the biology of systems in even a single strain to make wholly encompassing predictions about the meaning of a change in expression of a single gene or the impact of disrupting a particular network of genes. Changes in gene expression and characterization of SNPs simply may not be enough to understand toxic effects, due to the number of environmental and biological variables, such as modifier genes and stochastic effects. It seems that accurately interpreting toxicogenomic data will require complex computer analysis using algorithms yet to be developed. Such algorithms will interpret toxicogenomic data in light of the genetic networks that are active in a cell, which in turn will depend on species, tissue type, development stage, age, and so forth. In the meantime, the interpretation of such data comes down to the hunches and intuition of researchers based on an incomplete understanding of cell systems. Indeed, toxicogenomic data are often used as hypothesis generators for further mechanistic studies with techniques more appropriate for functional genomic analysis such as gene knock-out or knockin technology.



15.4.3 DATA STORAGE



AND



MINING



The extent to which toxicogenomics will impact our understanding of biological systems and the risk assessment process probably lies in databases and how they are populated and queried. The more details available (e.g., on the changes in gene expression over time and dose in various tissues) or the more sequences across individuals, strains, and species for a particular gene, the stronger the conclusions that we will be able to be make concerning the effect of a toxicant or the structural and functional characteristics of a gene. It will thus be most interesting over the next few years to see how genomic information will be used to create databases for categorizing chemicals according to their mode of action. Indeed, several such toxicogenomic databases have already been produced by private and public entities. For example, an integrated database of gene expression and drug sensitivity profiles was recently constructed and used to identify genes with expression patterns that showed significant correlation to patterns of drug responsiveness.16 A most promising and exciting development in the pipeline is the NIEHS-funded Comparative Toxicology Database (CTD; http://www.niehs.nih.gov/envgenom/abstract/r2111267.htm) being assembled by investigators at the Marine Desert Island Biological Laboratory (MDIBL; Salisbury Cove, Maine). They are building a comprehensive database to compare gene sequences and functions among humans, laboratory animals such as rats and mice, and aquatic organisms. It will be the first community-based, publicly accessible database devoted to genes of human toxicological significance and will include a plethora of information that includes genomic information (e.g., ontology, gene, and protein sequences), references, toxicants, assays, a repository for reagents and associated contact information, sequence analysis tools, and integration with related databases such as PubMed, GenBank, OMIM, and Toxnet. Microarray and expressed sequence tag (EST) data will also be added at a later juncture. It is anticipated that the database will provide novel insights into the dynamics of gene–environment interaction and human health. Although it is not slated to go online until 2006, limited access may be available to collaborators and registered users as early as 2004. One of the most intriguing prospects of toxicogenomics is the possibility of data sharing. A typical microarray experiment holds so much data that only a fraction of it is likely to be of interest © 2003 by CRC Press LLC



to any given researcher. The ultimate achievement would be to have a single, publicly accessible database or at least an integrated series of linked databases that can be queried simultaneously. This would permit the same data to be used over and over again by different researchers looking at different genes and gene networks. Of course, strict controls must be in place for data submission, and detailed annotation of the experiments must be made available. Such a grand vision may be just a pipe dream. Factors such as lack of cross-platform concordance and the disarrayed state of gene nomenclature (see GeneCards, http://bioinformatics.weizmann.ac.il/cards/) and annotation make this vision a rather forlorn hope at present. Nevertheless, a movement is afoot to encourage the standardization of genomic data. In the gene expression analysis field, for example, where such standardization is most needed, the European Bioinformatics Institute (EBI, http://www.ebi.ac.uk/) has set up the Microarray Gene Expression Database Group (http://www.mged.org/), a cross-organization entity whose goal is to “facilitate the establishing of gene expression data repositories, comparability of gene expression data from different sources and interoperability of different gene expression databases and data analysis software.” It is to be hoped that such standards, whether derived from EBI or another organization, will be adopted across the majority of the toxicogenomic community. This will not only facilitate public database development but may also prevent much wasted time and effort when buyouts and mergers in pharmaceutical and biotechnology companies bring together former competitors and their extensive repositories of genomic data. Whatever the future holds for database development, it is clear that toxicogenomicists of the future will be a different breed from most of those around today. Not only will they have to possess traditional toxicology and molecular biology skills, but they must also have an understanding of information technology and applied and\or developmental bioinformatics skills, including the ability to mine extensive datasets and even conduct so-called virtual, in silico, or e experiments (e.g., differential gene expression analysis).



15.4.4 GENE PATHWAY IDENTIFICATION Current analysis of toxicogenomic data has been based largely on the analysis of single genes. Two main approaches have been employed. One is functional analysis, whereby transcriptional changes of individual genes are linked to probable physiological and pathological outcomes. For this approach, only genes with established downstream (protein) functions are generally considered. Second, statistical correlations are made between groups of gene changes to determine gene changes that have a discernible motif (so-called pattern recognition) for identification of chemical exposures. It is becoming increasingly recognized that, in order for toxicogenomic data to be applied to risk assessment, the gene interaction networks and pathways that are being impacted (and in what way) must be determined. This is especially important in cross-species extrapolations where metabolic and toxicity pathways are sometimes quite different. Gene pathway elucidation is clearly a difficult undertaking, but software programs are being developed to facilitate this task. For example, Cytoscape (http://www.cytoscape.org), designed by researchers at The Institute for Systems Biology (http://www.systemsbiology.org/home.html) and The Whitehead Institute for Biomedical Research (http://www.wi.mit.edu/home.html), is a bioinformatics software platform for “visualizing molecular interaction networks and integrating these interactions with gene expression profiles and other state data.” The key feature of Cytoscape is an algorithm that finds “active pathways” — subnetworks of genes that jointly show significant differential expression over a set of experimental conditions observed in microarray experiments. The identification of signaling and regulatory pathways will play an important role in risk assessments, as the regulation of a single gene means very little. Genes such as p53, for example, are involved in multiple cellular processes that may lead to the life or death of a cell depending on a number of other factors. Thus, a change in p53 means little unless the pathway in which it is participating can be identified. Thus, interpreting © 2003 by CRC Press LLC



toxicogenomic data requires complex computer analysis using algorithms that will view toxicogenomic data in light of gene expression networks.



15.5 USE OF TOXICOGENOMIC DATA IN RISK ASSESSMENT There exists a strong linkage between risk assessment and management and research needs. Risk assessment is a dynamic process in that the quality of risk analysis will improve only as the quality of the input (scientific data) improves. Traditional hazard identification is evolving into the evaluation of modes and mechanisms through biologically based models. Toxicogenomics will be particularly useful in identifying and demonstrating mechanism and mode-of-action data in such models by indicating specific events and sequences of events leading to toxic effects, and assisting in the identification of measurable key events. These might include receptor–ligand changes, DNA/chromosome effects, increases in cell growth and organ weight, hormonal or other physiological perturbations, and hyperplasia and cellular proliferation. A proverb widely quoted from the genomic literature tells us that, “Genes load the gun; the environment pulls the trigger,” referring of course to how our genetically preprogrammed disease predispositions are activated by environmental factors. Understanding gene–environment interactions is thus a key element of risk assessment. The interaction between genes and the environment in the development and progression of disease pathologies is complex, and the great challenge facing us today is to find relevant biomarkers that predict risk, convey an estimate of exposure, and indicate the predisease state. The question of course is how toxicogenomics information will be used to achieve this.



15.5.1 GENE EXPRESSION PROFILING



IN



RISK ASSESSMENT



Early detection of toxic exposures is a developing art, but many groups have already successfully classified chemical exposures based on profiling of mRNA from treated animals.17–21 This kind of information might be useful for risk assessment in that significant changes in expression in a small set of highly discriminatory genes can together act as a biomarker of toxic mechanisms or endpoints. Indeed, Thomas et al.22 were able to identify such a diagnostic set of 12 transcripts that provided an estimated 100% predictive accuracy for a set of five different classes of toxicants. Expansion of this approach to additional chemicals of regulatory concern could serve as an important screening step for toxicological testing. With expression data from such diagnostic gene sets in hand, risk assessors could say of a chemical being tested: “This group of genes changed in such and such a manner, which means that this chemical belongs to ‘X’ class of toxicants.” It has also been shown that correlations exist between gene expression profiles and histopathology and clinical chemistry.23 With such data available, risk assessors could expand their conclusions: “This group of genes changed in such and such a manner, which means that this chemical belongs to ‘X’ class of toxicants and will likely cause ‘Y’ outcome.” And, finally, it has been shown that correlations exist between gene expression profiles and mechanisms of toxicity.24 With all the aforementioned information in hand, the time will come when risk assessors may be able to say: “This group of genes changed in such and such a manner, which means that this chemical belongs to ‘X’ class of toxicants and will likely cause ‘Y’ outcome through ‘Z’ mechanism.” Of course, the situation is not as simple as this explanation perhaps suggests. The data on which to base these conclusions must first be generated, reproduced, annotated, and deposited in appropriate integrated databases. There is also the burning question of what dose and time points would be optimal for generating the gene expression profiles for such analyses, which, in turn, depend on species, strain, tissue, age, gender, and a host of other factors. Although in many instances it will be most difficult to pin down a definite answer to this question, it should be remembered that if gene expression cluster analysis is to be used to predict toxicity, it must be robust enough to do © 2003 by CRC Press LLC



so based on data from a single time point; otherwise, those testing the chemicals may find assays becoming too numerous and expensive to perform in a cost-efficient manner. It has been demonstrated that gene expression profiling can also be used to elucidate gene networks through analysis of coordinately expressed genes,25 and work is ongoing in this area to refine and improve the algorithms and approaches being used. This is a very exciting application of gene expression data, although admittedly much work is still needed to support and enhance the initial studies.



15.5.2 DNA REPAIR SYSTEMS



IN



RISK ASSESSMENT



Despite such findings from the gene expression field, some risk assessors have suggested that genomic analysis may be less relevant for risk assessment than measuring functional phenotypes such as enzyme activation/deactivation and DNA repair function. Various alternative approaches have thus been suggested. One such approach for evaluating risk of toxicity of a chemical, at least in terms of its carcinogenic ability, may be to assess its impact on the function of DNA repair genes. The reasoning behind this is that it is not necessarily the amount of DNA damage a cell sustains per se that produces a cancerous phenotype, but the amount of damage present at the time of cell division. If the DNA repair systems of a cell are compromised by a chemical, then it is more likely that the chemical will cause toxicity. This idea stems from studies such as those carried out by Wu et al.26 on a group of patients with hepatocellular carcinoma (HCC) to determine whether constitutional genetic instability, based on the quantification of mutagen-induced chromatid breaks in cultured lymphocytes, modifies an individual’s risk of HCC development. The study findings suggested that differences in host factors related to the predisposition to chromosome breakage or the capacity for DNA repair, or both, may be involved in HCC development. The question remains as to whether genotypes associated with reduced repair capacity can be used as biomarkers of increased cancer risk. If so, elucidation of the molecular systems that protect and repair cell function will provide a new generation of surrogate biomarkers for monitoring cell damage, thus aiding risk assessment.



15.5.3



MRNA:PROTEIN



RATIOS



IN



RISK ASSESSMENT



Another alternative approach has been suggested based on the fact that RNA levels do not always correlate with levels of their corresponding protein product. In examining the correlation coefficients for mRNA and protein in the same tumors, investigators have found that some show good correlation while others do not, and some are negatively correlated (perhaps as a result of negative feedback). This has led to a proposal that evaluating the cellular response to a toxic challenge should not necessarily be based on changes in gene expression per se, but on how the expression relationship changes between an mRNA and its protein.



15.5.4 THE IMPACT



OF



GENETIC PREDISPOSITION



ON



RISK ASSESSMENT



The risk of developing disease due to genetic predisposition is a complex area of study. Diseases can be grouped into three main categories according to the degree of environmental influence: 1. Those that arise due to genetic factors only. In such diseases, individual risk of disease development is high, population risk is low (affected individuals are relatively few), and environmental exposures are not a factor. Approximately 2800 conditions are known to be caused by defects in just one gene, and about one in ten people has or will develop an inherited genetic disorder. Some single gene disorders are quite common (e.g., the occurrence of cystic fibrosis [CF] in the western hemisphere is about 1/2500), and, in total, diseases that can be traced to single gene defects account for about 5% of all admissions to children’s hospitals. Some of these diseases show little or no variation in © 2003 by CRC Press LLC



their timing and degree of severity, usually indicating a monogenetic origin and no environmental influence. For example, severe combined immunodeficiency X1 (SCIDX1) is an X-linked inherited disorder characterized by an early block in T and natural killer lymphocyte differentiation. The block is caused by recessive mutations of the gene encoding the gamma cytokine receptor subunit of interleukin-2, -4, -7, -9, and -15 receptors.27 An understandable belief is that diseases having an exclusive monogenetic origin will be the first to be characterized in terms of the molecular mechanisms of their development and progression. This has to some degree already been proven to be true. Given the lack of environmental and other genetic factors influencing the development of such diseases, it should be relatively easy to uncover enough mechanistic and pathophysiological data to enable diagnostic tests and preventative or curative treatment. 2. Those diseases for which the risk and severity depend on the impact of modifier genes on disease alleles. The population impact of such genes and the role of exposure are not known. A large percentage of monogenetic disorders demonstrate phenotypic variation that can only be a consequence of environmental factors or other genetic elements. Sibling studies of affected families have demonstrated that, for numerous diseases where a single allele is the source of the disease, the phenotypic outcome is dependent on the action of so-called modifier genes. The body of evidence available suggests, for example, that the variations seen in the CF and neurofibromatosis phenotype and in the development of cancer in women with BRCA-1/-2 mutations, results from complex interactions between numerous gene products.28–30 In such cases where risk or severity of a disease depends on the presence of modifier genes, risk assessment becomes much more onerous. This is because the identification and characterization of all potential modifier genes are extremely difficult tasks. Large population studies may well pick up some new individual genetic determinants associated with a moderate (2–10×) relative risk of disease, but elucidating the individual contributions of many loci to polygenic traits is much more problematical. Current studies into identifying such loci are usually limited to simple polymorphism association studies, which explore the association of functional single nucleotide polymorphisms in genes implicated in the disease with the severity of the clinical phenotypes. 3. Those diseases triggered by susceptibility alleles for which the individual risk of disease progression is low, but the population risk is high due to the fact that there are many susceptible alleles. Here, environmental exposure is an important contributing factor to disease development. Because the number of contributing alleles and environmental exposures are so large (and, in most cases, not fully documented), these diseases will be the most difficult to characterize. Thus, in an age when the majority of monogenic human disease genes have been identified, a particular challenge for the coming generation of human geneticists will be resolving complex polygenic and multifactoral diseases. Given our current level of knowledge and understanding, this appears to be an almost staggering burden. Fortunately, toxicogenomics may provide the tools to help alleviate this burden. It is anticipated that the high throughput nature and powerful analytical properties of many modern genomic technologies, coupled with advances in database building and the algorithms and software used to analyze data and mine the databases, will help in facilitating breakthrough discoveries in this complex frontier of biological systems research.



15.5.5 RISK POSED



BY INADVERTENT



EXPOSURE



TO



ENVIRONMENTAL TOXICANTS



Of course, people are not just at risk from drugs they knowingly take. Risks are also associated with exposures derived from the environment. Such exposures occur through air, water, and food and are often inadvertent, unknown, or unavoidable. Assessing the risk posed by such exposures © 2003 by CRC Press LLC



is becoming increasingly important as the number and volume of chemicals and chemical mixtures being released, inadvertently or on purpose, into the biosphere is gradually increasing. Toxicogenomics will be particularly useful in identifying and demonstrating the mode of action of any toxic effects through highlighting the gene-expression networks and/or pathways that are impacted in individuals who develop diseases as a result of environmental exposures. Such information will also help identify and measure key events that are useful in risk assessment, including changes following receptor–ligand interaction or changes in DNA and chromosomes, such as DNA strand breaks or base modifications induced by environmental toxicants. Toxicogenomics will also help our understanding of whether toxicology data generated from animal laboratory models and environmentally located “sentinel” species are relevant to human health.



15.5.6 RISK



OF



ADVERSE RESPONSE



TO



PRESCRIBED PHARMACEUTICALS



Pharmacogenomics has been defined as the use of genetic information to predict the safety, toxicity, and/or efficacy of drugs in individual patients or groups of patients.31 By such definitions, then, we can see that pharmacogenomics is very closely related to toxicogenomics. Indeed, in many cases the two are used in conjunction: Pharmacogenomic studies commonly focus on the discovery of compounds that bind to specific proteins of interest or determining the protein targets to which a potential drug candidate binds. Toxicogenomic studies are often used at the same time to identify biomarkers of toxic endpoints induced by such interactions. In this way, pharmacogenomic and toxicogenomic studies together will soon begin to reveal risk presented to a patient by a selected treatment regimen and permit selection of possible alternative therapies. Of the 600 or so pharmaceutical compounds on the U.S. market, about 500 have toxic side effects in some individuals. It has been estimated that a staggering 100,000 die each year from the side effects of properly prescribed medicines, and a further two million develop serious side effects.32 One reason for the side effects is that drugs are rarely 100% specific in their action. They often bind to non-target receptors or combine with other drugs or compounds in the body to induce toxic side effects. Side effects can also be produced by metabolites created when the body breaks down the original parent compound. Another reason for adverse drug or chemical effects is genetic disposition: polymorphisms in certain key drug metabolizing genes give rise to enzyme products that metabolize the drug either too quickly or not quickly enough. This leads to drug resistance or extreme toxicity respectively. There is thus a need to identify early those patients who are highly refractory to current standard-of-care treatments. In the future, such drug efficacy might be investigated through a combination of toxicogenomic and pharmacogenomic studies, whereby prognostic markers predicting responses to chemotherapy are first identified. The paradigm then is to take a biopsy of the diseased tissue from a patient and conduct ex vivo pharmacogenomics tests to identify responders and nonresponders to the first choice therapy, as determined by evaluation of the predetermined prognostic markers. The results of such tests may dictate the use of alternative therapies when they are available. The main reason why toxic side effects are sometimes not seen until after a drug goes to market is that clinical trials of new drugs are very costly and logistically complex to arrange and conduct. Consequently, although they may provide sufficient data for regulatory agency approval, they are usually not large enough to incorporate enough people with all possible sensitivities. As already discussed, some individuals are inherently more sensitive to drugs, with the incidence of adverse reaction being dependent on the penetrance of the genetic factors responsible for the susceptibility, the doses being allocated, environmental factors (diet and other drugs in the system), and certain stochastic factors. The cost of taking a drug from discovery to market has been estimated variously at up to $800 million. A major contributor to this cost is the expense of bringing drugs through trials that ultimately fail. It is not surprising then that pharmaceutical companies are continually striving to find a quick way to screen out overly toxic compounds (“fail fast, fail cheap”). It is possible that, in the future, it may be possible to associate drug toxicity (or ineffectiveness) with © 2003 by CRC Press LLC



particular SNPs, in which case a pharmaceutical could be directed to be prescribed only to people with (or without) a certain specified genotype.



15.6 ISSUES IN APPLYING GENOMIC DATA TO RISK ASSESSMENT There are a number of hurdles that must be overcome before genomic technologies can be applied to risk assessment. These include: 1. Regulatory agencies. The impact of toxicogenomics on risk assessment will rely to a large degree on the increased acceptance and involvement of regulatory agencies. It is expected that, in the not too distant future, chemical and pharmaceutical manufacturers may begin submitting toxicogenomic data to the regulatory agencies in support of their approval packages. Given the current state of the science, much research remains to be done before this would become routine or standard procedure. Nevertheless, the regulatory agencies are understandably concerned about when they will be in a position to accept data from toxicogenomic methods in support of approval applications. The prevailing opinion is that this will occur when consensus is reached within the scientific community and respective regulatory agency that a certain method is robust, sensitive, accurate, and informative enough to justify its use. Many scientists and regulators believe that toxigenomic methods such as gene expression profiling hold much promise, but a good deal of work is still needed before such data can be usefully incorporated into risk assessment for environmental exposures. It is widely anticipated that the next 5 to 10 years will indeed see at least some forms of toxicogenomic data proven robust and sensitive. By that time we should also have appropriated an increased understanding of the complexities of gene expression networks and the biological effects associated with certain gene structure and function in different tissues. These two factors together may then permit toxicogenomic data to be used in risk assessment studies. 2. Biological relevancy. One thing that must be done is to make sure that the changes seen in toxicogenomic assays are biologically relevant. Although genomic information has real potential to improve risk prediction, changes in genotype or phenotype per se may not be relevant to risk, and variability between individuals in exposure and sensitivity must be incorporated into the risk analysis process. For example, some individuals smoke 40 cigarettes a day all their life without developing lung cancer, whereas others who smoke much less may develop cancer at a relatively early age. Many smokers show characteristic genetic or phenotypic changes in their lung epithelia that are generally indicative of increased risk of progressing to a disease state. For some individuals, however, these changes do not represent a significantly increased risk as certain genetic makeups and/or life-style and environmental factors (notably diet) may strongly reduce the possibility of further disease progression. 3. Intellectual property rights (IPRs). IPRs are not an insubstantial barrier to genetic studies. Since 1980, the U.S. Patent and Trademark Office (PTO) has granted more than 20,000 patents on genes or other gene-related molecules (for humans and other organisms), and more than 25,000 applications claiming genes or related molecules remain outstanding. A discussion on the ethics of patenting genes could fill a whole other book; however, it is clear from such figures that many companies and institutions are hoping to exert control over the commercial use of genes, and already this control is beginning to generate opposition. Institutions such as the American College of Medical Genetics (ACMG, http://www.acmg.net/) have issued position statements on gene patents and accessibility of gene testing. The ACMG statement decries certain practices related to current patterns of enforcement of patents on genes that are important in the diagnosis, management, and risk assessment of human disease. In their words:33 © 2003 by CRC Press LLC



Enforcement has been effected in one or more of these ways: monopolistic licensing that limits a given genetic test to a single laboratory, royalty-based licensing agreements with exorbitant up-front fees and per-test fees, and licensing agreements that seek proportions of reimbursement from testing services. These limit the accessibility of competitively priced genetic testing services and hinder test-specific development of national programs for quality assurance. They also limit the number of knowledgeable individuals who can assist physicians, laboratory geneticists and counselors in the diagnosis, management and care of at-risk patients.



Such concern is echoed widely across the scientific and risk assessment community, and it can only be hoped that legislation or self-regulation by patent-owning institutions can be effected that will not prevent or hinder the use of genomic data in risk assessment situations. 4. Improvements in risk management systems. The technological revolution must be accompanied by improvements in both the risk management and risk assessment systems themselves, such that information on human variability and the associated uncertainties can be properly utilized. 5. Use of data by competition. Most pharmaceutical and chemical manufacturing companies are understandably recalcitrant to share data on their chemicals in any way. Much of the concern lies in the vagaries of IPRs associated with the mining of databases. For example, a recent European Union directive on database protection has introduced a “fair use” provision, stipulating that “member states may allow lawful users the free extraction of database contents if used for the purposes of illustration for teaching or scientific research,” as long as the source is acknowledged and “to the extent justified by the noncommercial purpose to be achieved.” Whether such wording is strong enough to both protect originator rights and facilitate the traditional reuse of scientific data is still under debate. Meanwhile, the debate about database legislation and IPRs rages on in the United States and appears stalled in Congress.34 The lack of agreement on this issue is regrettable, as much useful information remains locked up in the archives of such private institutions, untapped by their curators because of lack of knowledge or interest or a jealous desire to guard their data, however obsolete it is to them, from competitors. It could be argued that it would be in the best interests of medical research for gene expression laboratories to pool data in a central database, perhaps after they have extracted information that interests them. In this event, the benefits to companies in terms of providing a more complete understanding of biological function might outweigh any potential losses to competitors from revealing certain datasets. It may be in the future of toxicogenomics that certain pharmaceutical and biotechnology companies start scrambling to form strategic alliances with one another in order to reduce experimental costs and mine the untapped wealth of one another’s data. 6. Lack of necessary technology. The current box of tools used to obtain genomic data, while powerful, is still insufficient to derive all the genetic data required to cover the various types of genomic information and regulation, including X-chromosome activation, genomic imprinting, autoimmunity, aging, and exogenous effects.



15.7 ETHICAL CONSIDERATIONS Perhaps the largest obstacles to the use of toxicogenomic data in risk assessment are the complex social, moral, and legal issues relating to the protection of human subjects, the privacy of genetic information, and the possibility of discriminatory use of the data. A number of ethical and social implications associated with post-genome technology are emerging, and the majority of the general public are becoming highly sensitized and wary of almost all forms of genetic prying. This means that the scientific community must be prepared to educate healthcare providers, the public healthcare © 2003 by CRC Press LLC



system, and the general public on genetic literature, as well as dealing with issues such as loss of privacy, risk of discrimination, and loss of control over personal genetic information. The first question that arises for ethical consideration is, “Will originators of genetic information make the utmost effort to interpret them properly?” A genuine concern is that the vast quantities of data generated by GEP can provide plenty of ground for “misinterpretation” of data where regulatory and other matters are concerned. Whether such “misinterpretations” are in favor of or against approval of a chemical or pharmaceutical or whether they are a “deliberate” or a “genuine” mistake will be impossible to determine. Integrity and appropriate ethical conduct should of course start with the companies producing the chemicals and testing them. Unfortunately, it is the financial impact that often rules business decisions, and so the burden of thoroughly deciphering the data and understanding its implications may rest ultimately with regulatory agencies. Another significant threat from the widespread introduction of genomic data might come in the form of workplace discrimination, where employers may find it more convenient or cost effective to remove workers rather than eliminating potential workplace hazards. The questions then arise: 1. When does worker selection based on genetic data constitute discrimination? For example, would it be discrimination to dismiss airline pilots because they are found to be susceptible to narcolepsy? 2. What obligations do employers have to protect workers from placing themselves (and others) at risk? 3. What responsibilities do potential employees have in accepting employment in a position that potentially offers risks when matched with their genetic disposition? In this complex area of “toxicogenethics,” so to speak, bioethicists appear set to play an increasingly important role in the design of experiments that characterize the genetic information of human subjects and application of the data generated therein. The Ethical, Legal, and Social Implications (ELSI) program (http://www.nhgri.nih.gov/About_NHGRI/Der/Elsi/) was launched in 1990 by the National Human Genome Research Institute (NHGRI; http://www.genome.gov/) in order to address these complex issues. ELSI research projects have focused on a wide range of issues, including discrimination in insurance and employment based on genetic information, when and how new genetic tests should be integrated into mainstream healthcare services, informed consent in genetic research protocols, and public and professional education about genetics and related ELSI issues. ELSI currently has an annual budget in excess of 14 million dollars for continuing support of basic and applied research that identifies and analyzes the ethical, legal, and social issues surrounding human genetics research. The current goals of ELSI (developed in 1998 for report in 2003) are to: 1. Examine the issues surrounding the completion of the human DNA sequence and the study of human genetic variation. 2. Examine issues raised by the integration of genetic technologies and information into healthcare and public health activities. 3. Examine issues raised by the integration of knowledge about genomics and gene–environment interactions into nonclinical settings. 4. Explore ways in which new genetic knowledge may interact with a variety of philosophical, theological, and ethical perspectives. 5. Explore how socioeconomic factors, gender, and concepts of race and ethnicity influence the use, understanding, and interpretation of genetic information, the utilization of genetic services, and the development of policy. Because ELSI is funded in large part by the Hum an Genom e Project (HGP; http://www.ornl.gov/hgmis/) budget, it has been a justifiable concern that the words of bioethicists can be paid for, leading to one notable quote declaring they are “paid to be guard dogs, but appear © 2003 by CRC Press LLC



more as show dogs.” The main critique is that bioethicists have failed to properly address controversial issues that might interfere with “the pace of the science,” that their input increases academic discussion but does little to improve policy or legislation. Where toxicogenomics are concerned, one of the biggest failings is that, in most cases, the discussion of its strengths and limitations is not balanced and can therefore lead non-scientists to misinterpret the significance of toxicogenomic findings. The emergence of bioethics as a significant component in the generation and application of genomic data shows the seriousness with which scientists and policymakers are treating public skepticism over the control of this powerful technology. It is not unlikely that many institutions that carry out genomics research will soon employ the services, hired or contracted, of bioethics specialists. The scientific community should be mindful that the services of bioethicists may currently be viewed as somewhat of a commodity at this time, but nevertheless their increased involvement in research is likely to occur and should be viewed as a mutually beneficial arrangement that can facilitate identification of ethical issues that would otherwise go unnoticed.



15.8 SUMMARY The potential offered by toxicogenomics is currently unproven in most part but offers a revolutionary change to the risk assessment process. Past precedent certainly exists for new genetic information leading to revolutionary changes in science, including the overturning of the central dogma of molecular biology (one gene, one transcript, one polypeptide chain), and the revolution in microbial taxonomy initiated by nucleotide sequence information. Integrating genomics data into risk assessment faces a number of challenges, including the signal-to-noise problems (when do changes become biologically significant?), the large and complex datasets generated, and the current lack of qualitative and quantitative linkages to toxicity and disease. A number of key relationships must also be elucidated before genomic data can be incorporated into risk assessment, namely those between endpoint and health, lab models and humans, outcomes in new assays with established methodologies, and reproducibility and assay performances. Despite these hurdles, many are optimistic that, with more attention to route- and situation-specific exposures and sensitive subpopulations, the ultimate goal of biologically based risk assessment is eminently achievable. It is perhaps too early to predict exactly when toxicogenomic data will have a measurable effect on risk assessment procedures. It will certainly be delayed until consensus is reached within the scientific community and the responsible regulatory centers about the suitability of any given approach. It is unlikely that a single genomic technology will meet all assessment needs; rather, different methods will apply under different circumstances. Furthermore, risk assessment will embrace an increasingly multidisciplinary approach requiring the integration of pharmacology, pharmacokinetics, statistics, pathology, toxicology, and more. However, as is written in one of the world’s most ancient texts:35 Behold they are one people, and they all have the same language. And this is what they began to do, and now nothing which they purpose to do will be impossible for them.



With so many academic laboratories, government regulatory agencies, and international companies speaking the language of toxicogenomics and investing increasingly large amounts of resources in the field, it should not be too many years before the promises it offers will either be revealed as one of the biggest hoaxes in biological history (second only to Piltdown man!) or a springboard to launch pharmaceutical and chemical safety evaluation to a new level. Like a large proportion of the life science community, I support the latter possibility and predict that in the 21st century the new field of toxicogenomics will greatly improve the accuracy of risk assessment, allowing © 2003 by CRC Press LLC



identification of sensitive subpopulations and, ultimately, enabling personalized risk profiling for each individual based on their genetic composition.
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